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Perhaps no decision of the United States Supreme Court concerning the Fourth Amendment’s prohibition on “unreasonable search and seizure,”† has received more criticism than *Terry v. Ohio*.‡ Rejecting an argument that “the authority of the police must be strictly circumscribed by the law of arrest and search as it has developed to date in the traditional jurisprudence of the Fourth Amendment,” the Court wrote that the reasonableness of a contested search or

---
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‡ U.S. Const. amend. IV (“The right of the people to be secure in their persons, houses, papers, and effects, against unreasonable searches and seizures, shall not be violated, and no Warrants shall issue, but upon probable cause, supported by Oath or affirmation, and particularly describing the place to be searched, and the persons or things to be seized.”).

§ 392 U.S. 1 (1968).
seizure should be assessed by “balancing the need to search (or seize) against the invasion which the search (or seizure) entails.”

To strike the balance, the Court weighed the general interest . . . of effective crime prevention and detection; it is this interest which underlies the recognition that a police officer may in appropriate circumstances and in an appropriate manner approach a person for purposes of investigating possibly criminal behavior even though there is no probable cause to make an arrest.

The Court added: “[W]e cannot blind ourselves to the need for law enforcement officers to protect themselves and other prospective victims of violence in situations where they may lack probable cause for an arrest.” In light of these law-enforcement interests, the Court concluded that even absent probable cause to arrest, a brief detention and protective search of an individual comports with the Fourth Amendment “where a police officer observes unusual conduct which leads him reasonably to conclude in light of his experience that criminal activity may be afoot and that the persons with whom he is dealing may be armed and presently dangerous . . . .”

Terry has encountered a firestorm of criticism in the academy, where it is frequently denounced as granting the police excessively broad discretion that threatens the liberty of the innocent and which facilitates discrimination against minorities and others that the police are all too likely to view as suspicious. Beyond that, the pragmatism that animated Terry has come under attack within the Court itself. These days, the Court tells us: “In determining whether a search or seizure is unreasonable, we begin with history. We look to the statutes and common-law of the founding era to determine the norms that the

3. Id. at 21 (quoting Camara v. Mun. Ct., 387 U.S. 523, 536-37 (1967)).
4. Id. at 22.
5. Id. at 24.
Fourth Amendment was meant to preserve. It is, however, quite doubtful whether there is historical grounding for Terry’s approval of stop-and-frisk. Justice Scalia, for example, has complained that Terry “made no serious attempt to determine compliance with traditional standards, but rather, according to the style of this Court at the time, simply adjudged that such a search was ‘reasonable’ by current estimates.” Justice Scalia added that:

[T]here is good evidence . . . that the “stop” portion of the Terry “stop-and-frisk” holding accords with the common law—that it had long been considered reasonable to detain suspicious persons for the purpose of demanding that they give an account of themselves. This is suggested, in particular, by the so-called nightwalker statutes and their common-law antecedents.

But, Justice Scalia could identify no “precedent for a physical search of a person thus temporarily detained for questioning.” He continued: “I frankly doubt, moreover, whether the fiercely proud men who adopted our Fourth Amendment would have allowed themselves to be subjected, on mere suspicion of being armed and dangerous, to such indignity . . . .” Legal scholars have similarly questioned whether Terry can be squared with the original meaning of the Fourth Amendment.

It will be my task to offer a defense of the much-maligned Terry doctrine. Part I of the discussion that follows offers an account of urban crime over the past few decades and argues that there is a case to be made that Terry’s regime of stop-and-frisk deserves a good deal of the credit for the reductions in violent crime that major cities have experienced in recent years. Part II contends that, in light of the conditions that prevail in urban America, framing-era experience offers little reliable guidance for assessing reasonableness within the meaning of the Fourth Amendment. Although the historical support for Terry’s regime of stop-and-frisk is fairly debatable, framing-era judgments about stop-and-frisk were made in a context so dramatically different from contemporary urban law enforcement that they can offer no useful guide for assessing the constitutional mandate of reasonableness. Part III then turns to the pragmatic attacks on Terry and contends that they undervalue the importance of Terry to saving lives in the inner city. Value judgments offered by scholars who can afford to live in

10. Id.
11. Id. at 381.
12. Id. (emphasis in original).
neighborhoods not plagued by violent crime, I respectfully suggest, should be taken with more than a grain of salt.

I. TERRY AND THE INNER-CITY CRIME DROP

In Terry, as we have seen, the Court justified the regime of stop-and-frisk in terms of the governmental interest in crime control. In fact, there is a case to be made that Terry deserves a significant share of the credit for the enormous decline in violent crime that the nation has experienced in the past two decades or so.¹⁴

A. Recent Trends in Urban Crime

Alfred Blumstein and Joel Wallman tell the story of violent crime over the past few decades:

Over the past 20 years, the United States has seen dramatic swings in violent crime. Its path can be broken into three periods: a rise, a drop, and a flattening. The rise period began in 1985 when a five-year national decline from 1980 was reversed almost entirely by a sharp spike in violence by adolescent and young adult males. This spike outweighed an ongoing downtrend in violence among the much larger older population that began at least as early as 1980. The rise period ended around 1993 with the beginning of a pronounced and much discussed crime drop in which the murder rate declined by 42% and robbery by 44%, resulting in levels not seen since the 1960s. The drop was succeeded by a third period, a flattening of violent crime rates beginning around 2000.¹⁵

The National Crime Victimization Survey reflects the same pattern. The violent victimization rate in the mid-1980s was approximately 40 per 1,000 population age twelve or older, then it started rising until it peaked at 52.2 in 1993, and from there it fell steadily until it reached 25.9 by 2001, a decline of 50.4% from its peak and by far the lowest since the survey had begun in 1973.¹⁶ After that, the violent victimization rate continued dropping, albeit less steeply, through 2009, the most recent year for which figures are available.¹⁷ By 2008,

¹⁴ Portions of the discussion in Part I track and update an argument I have previously advanced with respect to the role that gun-control laws play in urban policing. See Lawrence Rosenthal, Second Amendment Plumbing after Heller: Of Standards of Scrutiny, Incorporation, Well-Regulated Militias, and Criminal Street Gangs, 41 Urb. Law. 1, 6-37 (2009).
the overall violent victimization rate was 63% below its peak. These aggregate statistics, however, tell only part of the story. The spike and subsequent decline in violent crime in recent decades were not uniform—they were disproportionately experienced by urban minority youth, and they were largely the product of trends in handgun-related crime.

Both the rise and decline periods involved youth crime. Between the mid-1980s and late 1990s, murder arrest rates rose sharply and then fell among youth below age twenty-four, while the arrest rate fell throughout the period among persons thirty and older. As Philip Cook and John Laub noted,

For adolescents, homicide commission rates more than tripled between 1984 and 1993, while they doubled for young adults ages eighteen to twenty-four. . . . Victimization rates followed the same intertemporal pattern, although at a lower level: youths are much more likely to kill than be killed . . . . All rates fell sharply after 1994.

The crime spike also involved urban crime; during this period, homicide rates were essentially flat in cities with populations below 250,000, and the rise and subsequent fall in homicide occurred in cities with populations exceeding 1,000,000. Virtually all of the increases in homicide during this period were a consequence of increases in handgun-related killings. This spike in handgun-related homicide was, again, concentrated among youth; from 1985 to 1994, the rate of handgun-related homicide for juveniles under eighteen increased more than fivefold and the rate for persons ages twenty to twenty-four more than doubled while the rate for adults twenty-five to forty-four remained essentially constant; by 2002, handgun-related homicide had returned to mid-1980s levels.

---

21. See FOX, LEVIN & QUINET, supra note 20, at 44-45 fig.3.2. To similar effect, see Blumstein & Wallman, supra note 15, at 127.
22. See COMMITTEE TO IMPROVE RESOURCES INFORMATION & DATA ON FIREARMS, NATIONAL RESOURCES COUNCIL, FIREARMS AND VIOLENCE: A CRITICAL REVIEW 61 (Charles F. Welford, John V. Pepper & Carol V. Petrie eds., 2005) [hereinafter FIREARMS AND VIOLENCE].
23. See Blumstein & Wallman, supra note 15, at 132, C-4 fig.6. For a similar account covering somewhat differing time frames and age groupings, see FOX, LEVIN & QUINET, supra note 20, at 86-87 fig.5.1; Blumstein, supra note 19, at 29-35; Cook & Laub, supra note 20, at 26-27; Daniel Cork, Examining Space-Time Interaction in City-Level Homicide Data: Crack Markets and the Diffusion of Guns Among Youth, 15 J. QUANTITATIVE CRIMINOLOGY 379, 395-404 (1999); Garen Wintemute, Guns and Gun Violence, in THE CRIME DROP IN AMERICA, supra note 19, at 45, 48 fig.3.2.
The violent crime spike was also largely confined to African Americans and, to a lesser extent, Hispanics. Homicide offending rates reflect this racial skew; in 1984, offending rates per 100,000 population were 5.3 for Whites and 32.8 for African Americans; at their 1991 peak the offending rate for Whites rose a bit to 5.7 while the African American offending rate skyrocketed to 50.4; but by 1998, the White offending rate had declined a bit to 4.7 while the African American rate had dropped to 28.3. The same racial disparity is reflected in homicide victimization rates; between 1950 and 1998, virtually all of the variation in homicide victimization rates is found among African-American males, with homicide rates among African-American females and Whites remaining essentially constant. Accordingly, when homicide rates are high, racial disparity is high; between 1979 and 1989, for example, the risk of homicide was approximately 7.8 times greater for African Americans than Whites and approximately 3.7 times greater for Hispanics.

The crime spike between the mid-1980s and early 1990s, accordingly, hit young, urban African Americans hard; from 1984 to 1993, the homicide victimization rate per 100,000 for Whites aged eighteen to twenty-four rose from 11.9 to 17.1, while the homicide rates for African-American males in the same age range rose from 67.9 to 183.4. The racial disparities are even more dramatic when urban firearms-related juvenile homicide is considered; in 1989, in the midst of the homicide spike, the firearm homicide rate per 100,000 population in core counties was 27.7, but it was 143.9 for African-American males aged fifteen to nineteen and only 21.5 for White males in the same age range. The non-firearms homicide rates, in contrast, reflected much smaller racial disparities; the rate was 3.8 for White males and 10.4 for African-American males aged fifteen to nineteen in core counties. The subsequent decline in homicide victimization was also experienced disproportionately among African Americans aged fifteen to twenty-four, although their homicide victimization rates remained more than double that of either Whites or Hispanics in the same age group even after the crime drop flattened out in the 2000s.

27. Id. at 13-15 & tbl.1.
28. Fox, supra note 25, at 300 tbl.9.3.
30. Id. To similar effect, see Darnell F. Hawkins, African Americans and Homicide, in STUDYING AND PREVENTING HOMICIDE: ISSUES AND CHALLENGES 143, 152 tbl. 8.1 (H. Dwayne Smith & Margaret A. Zahn eds., 1999) [hereinafter STUDYING AND PREVENTING HOMICIDE].
31. See Blumstein & Wallman, supra note 15, at 128 C-2 fig.3.
Overall, during the 1990s, the homicide victimization rate declined 46% for non-whites, compared to a 36% decline for Whites.\textsuperscript{32} For males ages fourteen to seventeen, the African-American homicide victimization rate per 100,000 population dropped from its 1993 peak of 47.0 to 14.3 in 2003, while the White rate declined from 6.4 to 2.5; for males ages eighteen to twenty-four, the African-American homicide victimization rate dropped from 102.9 to 56.1, while the White rate dropped from 11.0 to 7.9.\textsuperscript{33} Homicide offending rates showed a similar decline—for males ages fourteen to seventeen, the African-American homicide offending rate per 100,000 population dropped from its 1993 peak of 225.3 to 62.9 in 2003, while the White rate declined from 22.2 to 8.2; for males ages eighteen to twenty-four, the African-American homicide offending rate dropped from 328.8 to 186.7, while the White rate dropped from 31.8 to 21.6.\textsuperscript{34}

Despite these racial disparities in both violent offending and violent victimization, race appears to be a proxy for other factors. Rates of violent crime are particularly high in areas of concentrated poverty.\textsuperscript{35} Among urban sociologists, there is widespread agreement that, with the decline of residential segregation, disadvantaged African-American communities increasingly suffered from an isolation effect, in which the absence of middle-class role models undermined the inculcation of middle-class values, including norms of law-abidingness.\textsuperscript{36} These communities, accordingly, lack what sociologists call mechanisms of social control—a social infrastructure by which norms of law-abidingness are inculcated and enforced.\textsuperscript{37} One study, for example, linked

\begin{itemize}
\item \textsuperscript{32} Franklin E. Zimring, The Great American Crime Decline 10 fig. 1.5 (2007).
\item \textsuperscript{34} Id. at tbl. 9. It is worth noting, however, that between 2002 and 2007, African-American homicide victimization and offending rates among young males increased significantly, although they remained far below their historical peaks, while rates among Whites remained relatively flat. See id. at 1-2, figs. 1-4.
\item \textsuperscript{37} See, e.g., Robert J. Bursik, Jr. & Harold G. Grasmick, Neighborhoods and Crime: The Dimensions of Effective Community Control 15-18, 34-35 (1993); John Hagan, Crime and
\end{itemize}
increases in youth homicide among both Whites and African Americans during the crime-rise period with community-level measures of social and economic disadvantage. Whatever the cause, the rapid changes in violent crime rates in the 1980s and 1990s were related to urban poverty; both the crime rise and fall periods were most pronounced in cities with the densest and most disadvantaged populations.  

B. The Cause of the Crime Rise

There is something approaching a consensus among criminologists that the crime spike of the late 1980s and early 1990s was a function of the introduction of crack cocaine into major cities. A number of studies have demonstrated that lagged increases in violent crime followed the introduction of crack to an urban area. Although there are fewer studies that reliably measure the proportion of violent crime that is drug-related, what is probably the best study of this issue—a sampling of homicides in New York City during an eight-month period in 1988—found that 52.7% of homicides were drug-related; of those, 60% involved crack, and 74% of drug-related homicides were classified as “systemic” or involving “the normally aggressive patterns of interaction within the systems of drug use and distribution” as opposed to homicides that were a function of the pharmacological effects of drugs or the economic compulsion to commit crimes to finance drug use.  


1. The Coming of Crack and the Rise of Violent Competition in Drug Markets

The impact of crack on violent crime was related to its economics. Because crack is relatively cheap, easy to manufacture, and intensely addictive, it can be sold at relatively high volume and profit.\(^{43}\) In light of crack’s profitability, the attraction of crack dealing in extremely disadvantaged urban neighborhoods is plain.

Given that crack is cheap and easy to manufacture, barriers to market entry are low, and therefore one would expect fierce competition. At the same time, drug traffickers have an economic incentive to suppress competition in order to enhance their market position, and one would hardly expect that norms of law-abidingness would be likely to restrain them. This theoretical conjecture is borne out by empirical evidence suggesting that drug traffickers use violence in an effort to suppress competition.

One study, for example, found that the magnitude and duration of the crime spike in large cities was related to the absence of cocaine hubs in nearby areas, suggesting that in cities not near other cocaine hubs, it is easier to create a territorial monopoly through the use of violence because of the greater ability of an aspiring monopolist to control supply.\(^{44}\) Steven Levitt and Sudhir Venkatesh obtained the records of a large African-American gang involved in drug trafficking and found that, as the gang increased the turf it controlled, its market power increased as well.\(^{45}\) Noting the relatively paltry wages paid to those at the bottom of gang hierarchy, Levitt and Venkatesh characterized the economic motivation of gang members thusly: “[T]he most reasonable way to view the economic aspects of the decision to join the gang is as a tournament, i.e., a situation in which participants vie for large awards that only a small fraction will eventually obtain.”\(^{46}\)

Competition in drug markets, in turn, often leads to violence. The authors of the New York study, for example, concluded:

The entry of many small dealers into the crack marketplace has created a number of boundary disputes leading to violence. In an area as small as an apartment house, a tenement stoop, or a street corner, two or more crack dealers may be competing for the same customers. Dealers and customers interact in a highly volatile environment where disputes and conflicts are routinely settled by physical-force confrontation in which one or both of the parties tend to be carrying firearms. There appear to be efforts toward


\(^{44}\) See Pearson-Nelson, supra note 40, at 144-45.


\(^{46}\) Id. at 773.
consolidation of these independents into larger organizations, and . . . this trend toward consolidation may involve considerable violence also.\footnote{47}

If inner-city drug sales did no more than recycle the little money to be found in disadvantaged communities, its profitability would be limited. Control over locations that are readily accessible to outsiders from more affluent communities, however, should produce greater profits and, accordingly, give rise to the most intense competition for control of those particularly lucrative areas. The available empirical evidence supports this supposition. A study of two New York neighborhoods, for example, found that the area that was more accessible to buyers from other communities had more organized, profitable, and violent gangs.\footnote{48} A study of Milwaukee’s drug-dealing gangs similarly concluded that the most profitable drug markets were those accessible to relatively affluent Whites from the more prosperous suburbs.\footnote{49} A study of drug dealing in Baltimore found that African-American neighborhoods with open-air drug markets frequented by White customers had unusually high homicide rates.\footnote{50} Indeed, the importance to relatively affluent White customers from outside the neighborhood of readily accessible and convenient drug markets helps to explain the popularity of open-air drug markets, which are prevalent in the inner city.\footnote{51}

2. Urban Violence and the Criminal Street Gang

One organization particularly well suited to the type of violent competition that accompanied the emergence of crack during the crime-rise period is the criminal street gang.\footnote{52} A well-organized gang, unconcerned with norms of law-

\footnote{47. Goldstein, et al., supra note 42, at 682.}
\footnote{50. See RALPH B. TAYLOR, BREAKING AWAY FROM BROKEN WINDOWS: BALTIMORE NEIGHBORHOODS AND THE NATIONWIDE FIGHT AGAINST CRIME, CRIME, FEAR, AND DECLINE 186-87 (2001).}
\footnote{52. Among criminologists, the definition of a “gang” is a matter of some controversy. See, e.g., RANDALL G. SHELDEN, SHARON K. TRACY & WILLIAM B. BROWN, YOUTH GANGS IN AMERICAN SOCIETY 17-21 (2d ed. 2001); Richard A. Ball & G. David Curry, The Logic of Definition in Criminology: Purposes and Methods for Defining “Gangs,” 33 CRIMINOLOGY 252, 225 (1995); Finn-Aage Esbensen et al., Youth Gangs and Definitional Issues: When is a Gang a Gang, and Why Does it Matter, 47 CRIME & DELINQ, 105, 106 (2001). The definition offered by Ball and Curry is particularly useful for present purposes because it stresses structural features: The gang is a spontaneous, semisecret, interstitial, integrated but mutable social system whose members share common interests and that functions with relatively little regard for legality but}
abidingness, is ideally suited to create and enforce a territorial drug trafficking monopoly. Indeed, one consistent observation in the scholarly literature about gangs is their heavy involvement in drug distribution. In its most recent National Drug Threat Assessment, the National Drug Intelligence Center concluded that “[i]n 2009, midlevel and retail drug distribution in the United States was dominated by more than 900,000 criminally active gang members representing approximately 20,000 domestic street gangs in more than 2,500 cities.”

Surveys of youth gang members reflect the involvement of gang youth in drug trafficking at much higher rates than other youth. To similar effect, ethnographic research on gang crime reports that gangs endeavor to organize drug markets to maximize the economic benefits of drug dealing while using

---

regulates interaction among its members and features a leadership structure with processes of organizational maintenance and membership services and adaptive mechanisms for dealing with other significant social systems in its environment.

Ball & Curry, supra, at 240.


55. See, e.g., Decker & Van Winkle, supra note 53, at 159-60; Terence P. Thornberry et al., Gangs and Delinquency in Developmental Perspective 110-13 (2003); C. Ronald Huff, Comparing the Criminal Behavior of Youth Gangs and At-Risk Youth, in American Youth Gangs at the Millennium 78, 81-82, n. 3 (Finn-Aage Esbensen, Stephen F. Tibbets & Larry Gaines eds., 2004) [hereinafter GANGS AT THE MILLENNIUM].
the threat of violence to police competition.56 The ethnographic studies also find that drug-dealing gangs endeavor to establish monopolies in identifiable turf in order to enhance their profitability.57 The desire of gangs to maximize their profitability in impoverished communities is understandable; another observation frequently encountered in the ethnographic literature is that the lure of money is often central to the appeal of gangs in the inner city.58

The need to control identifiable turf in order to limit competition, as well as the prevalence of open-air markets, necessitates the use of violence and intimidation tactics.59 Gangs could hardly run open-air drug markets or obtain effective control over a neighborhood unless they were able to so cow law-abiding community residents that they were unlikely to complain to the police or testify in court.60 Violent intimidation is also necessary to suppress competition.61 Unsurprisingly, the literature confirms the prevalence of gang intimidation as a means of inhibiting community cooperation with the authorities.62

Most gang violence is a function of inter-gang competition.63 Ethnographic studies consistently report that gang violence is most often a function of competition for turf.64 It is harder to find quantitative analyses

59. See, e.g., DECKER & VAN WINKLE, supra note 53, at 163-64.
61. See, e.g., JANKOWSKI, supra note 53, at 126-31.
64. See, e.g., DECKER & VAN WINKLE, supra note 53, at 163-64; JANKOWSKI, supra note 53, at 161-62; PADILLA, supra note 53, at 137; WILLIAM B. SANDERS, GANGBANGS AND DRIVEBYS: GROUNDED CULTURE AND JUVENILE GANG VIOLENCE 83 (1994); TAYLOR, supra note 53, at 6; Scott H. Decker, Collective and
reflecting the role of gang competition on gang crime, but some exist. A study of gang-related homicides in Chicago from 1987 to 1994 found that 75% involved members of different gangs, and these were geographically clustered in areas of gang competition. Another study of Chicago during the 1990s concluded that gang-related homicide was stimulated by the restructuring of public housing in Chicago, which disrupted stable divisions of gang turf, and therefore, produced inter-gang violence. A study of gang-related homicides in Los Angeles between 1979 and 1994 found that the majority were inter-gang shootings. A study of Los Angeles County showed the impact of inter-gang competition on homicide by demonstrating that the density of street gangs, population density, Latino and African-American population, and nearby high school dropout rates explained 90% of the variation in homicide rates in geographic areas from 1994 to 2002. A survey of gang members in St. Louis found that nearly 90% had defended gang turf in the preceding year; the primary method of defending turf was through violence; and 95% of the fights for turf described by gang members involved firearms. Further, as we have seen, competition in drug markets was a major cause of homicide in New York during the crime-rise period of the late 1980s.

Reliable statistics on gang-related crime are difficult to come by because of the difficulties and disparate practices in identifying crime as gang-related. Nevertheless, there is wide agreement among gang researchers that rates of

---

65. See Illinois Criminal Justice Information Authority, Street Gangs and Crime: Patterns and Trends in Chicago 10-12, 14-16, 19-22 (Sep. 1996). Intriguing as well is a study of drug and gang-related homicide in St. Louis and Chicago between 1985 and 1995 that found in both cities that a drug or gang-related homicide tended to reduce the probability of a similar homicide in the same neighborhood for a year or so. See Cohen, et al., supra note 57, at 254-59. This result is consistent with the view that drug or gang-related homicides tend to stabilize local drug markets and therefore reduce violence for a time. See id. This result may be skewed, however, by the likelihood that retaliatory violence will occur on a rival gang’s turf rather than in the same neighborhood. See id. at 259. Yet another study attributed the failure of Chicago to reduce homicide, during a period in which it was falling sharply in New York, to a series of prosecutions of gang leaders and the displacement of gangs in connection with the redevelopment of public housing projects in Chicago that destabilized gang structures and turf, thereby stimulating gang rivalries. See John Hagedorn & Brigid Rauch, Housing, Gangs, and Homicide: What We Can Learn from Chicago, 42 Urb. Aff. Rev. 435, 445-52 (2007).

66. See Hagedorn & Rauch, supra note 65, at 446-52.


69. See Decker & Van Winkle, supra note 53, at 112-14. Nevertheless, there was apparently a good deal of intra-gang rivalry in St. Louis as well; more gang members were killed by members of their own gang than by members of rival gangs. See Scott H. Decker & G. David Curry, Guns, Gang Homicides, and Gang Loyalty: Organized Crimes or Disorganized Criminals, 30 J. Crim. Just. 343, 350-51 (2002).

70. See supra text accompanying notes 42, 48.

71. See, e.g., Covey, Menard & Franzese, supra note 53, at 3-13; Curry & Decker, supra note 58, at 2-6; Schedl, Tracy & Brown, supra note 52, at 22-24.
violent crime among gang members are high.\textsuperscript{72} One survey found that more than half of the homicides in Los Angeles and Chicago were gang-related, as were roughly one-quarter of the homicides in the 171 other cities with a population of over 100,000.\textsuperscript{73} Another study found that in the twelve cities reporting the largest numbers of gang-related homicides, 40\% of all homicides were considered gang-related.\textsuperscript{74} At its peak in 1994, gang-related homicides represented one-quarter of all homicides in St. Louis.\textsuperscript{75} Gang-related homicides appear to have risen disproportionately during the crime-rise period of the 1980s and 1990s; a study of gang-related homicide in Los Angeles County found that from 1979 to 1994, gang-related homicides increased from 18.1\% to 43.0\% of all homicides, with the use of semi-automatic handguns increasing from 5.3\% in 1986 to 44.3\% in 1994.\textsuperscript{76}

Gang-related homicide has distinctive characteristics: it is more likely to be committed in public, involve strangers, multiple participants, and firearms.\textsuperscript{77} Gang-related homicide is also, by and large, youth homicide; one survey found that all gang-related homicides from 1976 to 2005, 24.2\% of the victims were under eighteen and 68.4\% were ages eighteen to thirty-four.\textsuperscript{78} Gang-related homicide is primarily an urban problem; the same survey found that 69.3\% of all gang-related homicides occurred in cities with a population of over 1,000,000.\textsuperscript{79} Even within urban areas, gang homicide clusters; the Los Angeles County study, for example, found that gang homicides were most likely to occur in areas of concentrated economic disadvantage.\textsuperscript{80} The same pattern was observed in a study of gang-related homicide in St. Louis and Chicago.\textsuperscript{81} A


\textsuperscript{73} See FOX, LEVIN & QUINET, supra note 20, at 90. Although surveys of this type depend on police reporting, there is widespread agreement that police reports are generally a reliable means of measuring gang crime. See, e.g., KLEIN, supra note 53, at 13-14.

\textsuperscript{74} See Maxson, supra note 72, at 179.

\textsuperscript{75} See Decker & Curry, supra note 69, at 348.

\textsuperscript{76} See Hutson, et al., supra note 67, at 1033-34.

\textsuperscript{77} James C. Howell, Youth Gang Homicide: A Literature Review, 45 CRIME & DELINQ. 208, 210-12 (1999); Cheryl L. Maxson, Gang Homicide: A Review and Extension of the Literature, in GANGS AT THE MILLENNIUM, supra note 55, at 275, 287; Maxson, supra note 72, at 211-12. For example, 96\% of gang-related homicides in Chicago from 1987 to 1994 involved firearms. See ILLINOIS CRIMINAL JUSTICE INFORMATION AUTHORITY, supra note 65, at 16.
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study of gang-related violence in Pittsburgh yielded the same conclusion. Yet another study similarly found that gang activity clusters in areas of concentrated disadvantage. In short, gang crime mirrors the characteristics of the crime wave of the late 1980s and early 1990s which, as we have seen, was concentrated among urban minority youth.

Gang members themselves face enormous risks of violent victimization. A study of Los Angeles County gang members during the crime-rise period, for example, estimated that they were sixty times more likely to be homicide victims than were members of the general population. A study of gang members in St. Louis concluded that they had a homicide rate 1,000 times higher than that of the general population. Sudhir Venkatesh’s study of a large African-American drug trafficking gang found that over a four-year period, gang members had a 25% chance of being killed.

3. Drugs, Gangs, and Firearms Crime

As we have seen, the crime-rise period of the late 1980s and early 1990s involved a spike in firearms-related crime. Indeed, firearms play a central role in the world of both gangs and drug traffickers.

Given the violent world of gangs, it should come as no surprise that gang researchers find that gang members carry firearms at elevated rates. A study of gang members in Rochester, for example, found that gang membership increased the likelihood of carrying a firearm between seven and twelve times, depending on age, even when controlling for past and current offending rates. The same is true of those involved in selling drugs; research shows that those

84. See supra notes 19-31 and accompanying text.
85. See, e.g., DECKER & VAN WINKLE, supra note 53, at 173.
87. DECKER & VAN WINKLE, supra note 53, at 173.
90. THORNBERRY ET AL., supra note 55, at 131. Similarly, among a sample of ninety-nine St. Louis gang members they studied, Decker and Van Winkle found that that eighty owned firearms, the median number of firearms owned was four, and 75% were handguns. DECKER & VAN WINKLE, supra note 53, at 175-76.
involved in drug trafficking also carry firearms at elevated levels.\textsuperscript{91} One study found that involvement in what the subjects described as “high” levels of selling drugs increased the likelihood of carrying concealed firearms between eight and thirty-five times, depending on age.\textsuperscript{92} Studies of reports of shots fired in Pittsburgh during the early 1990s found that the emergence of gangs explained increases in reports of shots fired and drug sales in nearby areas.\textsuperscript{93} A U.S. Department of Justice study of six large cities found that “70% of the people who report using crack and selling drugs also report carrying a firearm, compared to 62% who use marijuana and sell drugs, 67% who use heroin and sell drugs, and 64% who use powder cocaine and sell drugs.”\textsuperscript{94}

The prevalence of firearms among gang members and drug dealers, in turn, helps to explain the rise of the drive-by shooting, which gang researchers note is unusually common in gang-related shootings.\textsuperscript{95} For example, drive-by shootings accounted for 33% of gang-related shootings in Los Angeles County between 1989 and 1994, with 590 victims, and nearly half of the persons shot at and a quarter of homicide victims were innocent bystanders.\textsuperscript{96} The frequency with which innocent bystanders are shot vividly illustrates the disadvantage of a drive-by shooting—it is not easy to hit the intended target from a moving vehicle. The tactic makes sense, however, in light of the rate at which gang members carry firearms.\textsuperscript{97} As we have seen, gang competition is the leading engine of gang-related violence, and if gang members believe that their targets are likely to be armed, the drive-by tactic often constitutes the safest way of approaching one’s target and then making a getaway.\textsuperscript{98}

Gang researchers find that the prevalence of violence in gang-dominated neighborhoods serves to make firearms more pervasive in those communities.\textsuperscript{99} In particular, the perception of danger in high-crime neighborhoods becomes a

\begin{itemize}
\item \textsuperscript{91} See, e.g., SHELLEY & WRIGHT, supra note 89, at 75-76, 83-93; Alfred Blumstein, Youth Violence, Guns, and the Illicit-Drug Industry, 86 J. CRIM. L. & CRIMINOLOGY 10, 29-31 (1995); Lizotte et al., supra note 89, at 814-16.
\item \textsuperscript{92} See Lizotte, et al., supra note 89, at 826-28.
\item \textsuperscript{94} K. Jack Riley, Homicide and Drugs: A Tale of Six Cities, 2 HOMICIDE STUD. 176, 199 (1998).
\item \textsuperscript{95} See, e.g., KLEIN, supra note 53, at 117-18; Deanna L. Wilkinson & Jeffrey Fagan, The Role of Firearms in Violence “Scripts”: The Dynamics of Gun Events Among Adolescent Males, 59 LAW & CONTEMP. PROBS 55, 70 (1996).
\item \textsuperscript{96} H. Range Hutson, Deidre Anglin & Marc Eckstein, Drive-by Shootings by Violent Street Gangs in Los Angeles: A Five Year Review, 3 ACADEMIC EMERGENCY MED. 300, 300 (1996). In 1991 alone, there were more than 1,500 gang-related drive-by shootings in Los Angeles. See H. Range Hutson, Deidre Anglin & Michael J. Pratts, Adolescents and Children Injured or Killed in Drive-By Shootings in Los Angeles, 330 NEW ENG. J. MED. 324, 324 (1994).
\item \textsuperscript{97} See Hutson, Anglin, & Pratts, supra note 96, at 324.
\item \textsuperscript{98} See SANDERS, supra note 64, at 65-74; Howell, supra note 77, at 214-15.
\item \textsuperscript{99} See, e.g., Howell, supra note 77, at 216.
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further stimulus to the carrying of firearms as a means of self-protection. As Jeffrey Fagan and Deanna Wilkinson’s ethnographic study of at-risk youth in New York explains, when inner-city youth live under the increasing threat of violence in an environment in which firearms are prevalent, not only are they more likely to arm themselves, but they become increasingly likely to respond to real or perceived threats and provocations with lethal violence, creating what they characterize as a contagion effect. There are statistical indications of contagion as well; a number of studies find that gang-related homicides have an independent and positive effect on the homicide rate. One study of homicide in New York, for example, found evidence of a contagion effect on firearms-related violence, which stimulated additional firearms-related violence in nearby areas.

Thus, the crime spike of the late 1980s and early 1990s created what Fagan and Wilkinson called an “ecology of danger” in high-crime communities in which the need to carry firearms and be prepared to use them came to be seen as essential.

C. The Role of Stop-and-Frisk Policing in the Crime Decline

As we have seen, the crime-decline that began in the early 1990s was extraordinary. Rates of violent crime reached levels not seen for some fifty years and have stabilized at those levels.

The most common explanation offered by criminologists for the crime decline is that it involved a decrease in crack-related violence and a stabilization of drug markets, although an explanation for this phenomenon is rarely offered. A number of explanations, however, can be ruled out.

100. See Blumstein & Cohen, supra note 40, at 4-5; Sheley & Wright, supra note 89, at 102-03, 110-13; Lizotte et al., supra note 89, at 813-14; Stretskey & Pogrebin, supra note 72, at 105-08.


105. See, e.g., Fox, Levin & Quinet, supra note 20, at 92-96; Blumstein & Rosenfeld, supra note 40, at 1207-10; Blumstein & Wallman, supra note 15, at 130-31; Stephen D. Levitt, Understanding Why Crime Fell in the 1990s: Four Factors that Explain the Crime Drop and Six that Do Not, 18 J. Econ. Persp. 163, 179-81 (2004).
1. Unsupportable Explanations for the Crime Drop

Perhaps the most logical explanation for a decline in drug-related crime is that the demand for illegal drugs—crack in particular—declined, reducing the incentives for violent competition to control crack markets. Yet, there is little evidence to support this supposition. Although it is difficult to measure the demand for cocaine, the available statistics suggest no dramatic reduction during the crime-drop era. Federal seizures of cocaine remained roughly constant from 1989 through 2002. Trends in the price of crack were also not noticeably different during the crime-rise and crime-decline periods. Nor is there much evidence of a decline in demand since then; in its most recent assessment, the National Drug Intelligence Center concluded that, in recent years, demand for cocaine and other illicit drugs has remained relatively constant and that the price of cocaine has actually increased even as purity declined.

Since the crime wave of the late 1980s and early 1990s was concentrated among young urban minority males, one might look to a demographic explanation—perhaps there was a fall in the size of the high-crime urban youth cohort. Yet, there is much evidence discrediting this thesis as well. As we have seen, per capita victimization and offending rates rose during the crime spike and then fell even more dramatically, even in high-crime cohorts, indicating that crime rose and fell even within the high-crime cohort. Indeed, demographic studies have consistently found that there was no change in the size of the high-crime cohort that explains the rise, and then even larger decline, in rates of violent crime.

A particular demographic claim has been advanced by John Donahue and Steven Levitt, who argue that as much as half of the crime decline was a function of the legalization of abortion, which reduced numbers of

110. See NATIONAL DRUG INTELLIGENCE CENTER, supra note 54, at 3, 28-29 fig.5, 61 tbl.B-1.
111. See, e.g., ZIMRING, supra note 32, at 56-60; Blumstein & Rosenfeld, supra note 40, at 1187-91; Blumstein & Wallman, supra note 15, at 140; Cook & Laub, supra note 20, at 22-25; Levitt, supra note 105, at 171-72.
disproportionately at-risk youth in post-legislation cohorts. ¹¹² There have been a number of challenges to the methodology and evidence supporting this thesis. ¹¹³ I will not enter into this methodological debate here, except to note that some basic questions of timing seem to undermine this thesis. The Supreme Court held prohibitions on abortion unconstitutional in 1973.¹¹⁴ The abortion thesis accordingly suggests that crime rates should have already been falling for some time by 1993, when all teenagers had been born after legalization. Nevertheless, as we have seen, violent crime peaked in 1993, casting considerable doubt on the abortion thesis.¹¹⁵ For present purposes, however, most important is Donahue and Levitt’s observation that crime declined sooner in the states that legalized abortion prior to 1973 than it did elsewhere.¹¹⁶ If the thesis about abortion were true, by now, the disparity between crime rates in early-legalization and other states should have diminished, if not disappeared. As we will see, this prediction has not been borne out in New York City, where the crime decline has been particularly dramatic.¹¹⁷ Abortion may have played some role in the crime decline, but the New York data suggests that its role was limited, at least in that city. Indeed, Donahue and Levitt agree with this last point; they concede that abortion had less effect in New York than in most jurisdictions, speculating that because New York abortion rates are unusually high, the rates may have reached a point of diminishing returns in terms of crime reduction in that state.¹¹⁸

Another demographic explanation for the crime decline focuses on increases in rates of incarceration, which incapacitates potential offenders and offers the possibility of general deterrence, and some give it at least a portion of the credit for the crime drop.¹¹⁹ While incarceration probably had some effect on crime rates, sorting out its effects is a perilous business. For one thing, as we have seen, both the crime rise and ensuing decline occurred among youthful offenders, and incarceration rates are lower for youth.¹²⁰ For another, incarceration may have crime-generating effects; one study of incarceration in New York City found that high rates of incarceration in high-crime

¹¹³ See, e.g., Blumstein & Wallman, supra note 15, at 141-42.
¹¹⁵ For particularly powerful statistical attacks on the abortion thesis showing that even cohorts born before and well after legalization experienced enormous variability in violent offending rates during the 1980s and 1990s, see Cook & Laub, supra note 20, at 22-25; Theodore Joyce, Did Legalized Abortion Lower Crime?, 39 J. HUM. RES. 1, 1-2, 25 (2004).
¹¹⁶ See Donahue & Levitt, supra note 112, at 395-99.
¹¹⁷ See infra text accompanying notes 142-54.
¹¹⁸ See Donahue & Levitt, supra note 112, at 405-06.
¹¹⁹ See, e.g., Levitt, supra note 105, at 178-79 (arguing that incarceration explains one-third of the crime drop); William Spelman, The Limited Importance of Prison Expansion, in THE CRIME DROP IN AMERICA, supra note 19, at 97-129 (estimating that incarceration explains one-quarter of the crime drop). For a meta-analysis of studies of incarceration effects that afford it moderate significance in determining crime rates, see Pratt & Cullen, supra note 40, at 416-17.
¹²⁰ See Cook & Laub, supra note 20, at 29-30.
communities adversely affect the economic prospects of offenders and their families, and therefore destabilize communities and ultimately contribute to increased crime rates. Indeed, in inner-city communities already plagued by social instability, high rates of incarceration may exacerbate social disorganization with criminogenic effects. Moreover, in the inner city, where demand for drugs is high and many residents likely believe that alternative sources of legitimate income are limited, the incentive to deal in drugs may be so great that the calculus of potential offenders is likely to be only marginally affected by an increase in drug prosecutions or sentences. Whatever the reason, the evidence of a relation between incarceration rates and the crime drop is wanting; between 1975 and 2000, even as incarceration rates increased dramatically, there was no statistically significant relationship between incarceration and homicide rates.

Without satisfactory evidence supporting a demographic explanation for the crime drop, one might turn to economics. We have seen that violent crime concentrates in areas of economic disadvantage; it could follow that an improving economy drove rates of violent crime down in the 1990s. But again, the statistical evidence offers little support for this thesis; there is no relationship between local economic conditions and crime rates. Nor does the national economy provide an explanation; inflation-adjusted wages were essentially flat from the mid-1980s to 1996, so economic explanations for the dramatic movements in violent crime rates during that period are unpromising.

John Lott and David Mustard suggested yet another possibility when they argued that crime declines are produced by laws authorizing the carrying of

123. See Jeffrey A. Fagan, Do Criminal Sanctions Deter Drug Crimes? in DRUGS AND CRIME, supra note 54, at 188, 204-07. The same may be true of efforts to target the unlawful use of firearms in connection with drug trafficking through the use of felony prosecutions. See Steven Raphael & Jens Ludwig, Prison Enhancement: The Case of Project Exile, in EVALUATING GUN POLICY: EFFECTS ON CRIME AND VIOLENCE 251, 274-77 (Jens Ludwig & Philip J. Cook eds., 2003) [hereinafter EVALUATING GUN POLICY]. One study of an effort to target gun offenders for federal felony prosecutions in Richmond known as “Project Exile” found no statistically significant results. See id.; accord Jens Ludwig, Better Gun Enforcement, Less Crime, 4 CRIMINOLOGY & PUB. POL’Y 677, 691-98 (2005). A more recent study using a different methodology did find statistically significant crime reductions following the Richmond program. See Richard Rosenfeld, Robert Fornango & Eric Baumer, Did Ceasefire, Compstat, and Exile Reduce Homicide?, 4 CRIMINOLOGY & PUB. POL’Y 419, 436-38 (2005). Still, Richmond’s homicide rate remained significantly higher than the average rate for cities with a population of 175,000 or more. See id. at 428-32 & fig.1. The same study found no statistically significant effects of Boston’s effort to generate deterrence by direct communication with gang youth about the consequences of firearms possession and use. See id. at 434-35.
124. See ZIMRING, supra note 32, at 50-52.
126. See ZIMRING, supra note 32, at 66-67.
concealed firearms, which are said to enhance the likelihood that an intended victim will be able to provide armed resistance. In any event, Lott and Mustard studied the period from 1979 to 1992, prior to the crime-decline. Ian Ayres and John Donohue then extended the analysis forward seven years and found no relationship between concealed-carry laws and crime reductions. The debate has continued with more recent studies reaching divergent conclusions. Lott himself makes no effort, however, to establish that any significant portion of the crime drop since the early 1990s resulted from concealed-carry laws.

One more promising explanation for the crime decline involves the effect of policing. Steven Levitt found a statistical relationship between increases in the number of police and subsequent decreases in violent crime. But this explanation is, at best, incomplete.

There are a great many studies regarding the effect of increased numbers of police or frequency of patrol, and their results are mixed. Indeed, at the
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city level, the relationship between numbers of police and crime breaks down; there is little relationship between the size of a city’s police force and the magnitude or duration of the crime spike.\textsuperscript{135} Nor does it stand to reason that increased policing alone is likely to reduce crime, regardless of the tactics employed. Officers who merely drive through a neighborhood on patrol are unlikely to be very effective at disrupting drug or gang activity—a gang or drug dealer with a modicum of sophistication need only post a lookout who can warn his confederates to cease any overt criminality as the squad car drives past. It seems likely that the tactics police use must be at least as important as the number of officers.

In fact, the 1990s saw alterations in the tactics employed by a great many urban police departments that moved from more passive and reactive patrol to proactive efforts at intensive and aggressive patrol of specific high-crime areas.\textsuperscript{136} There are no studies that assess on a national basis whether specific police tactics are statistically associated with crime reduction. Without such data, about the best we can do is examine the closest thing we have to a natural experiment in the efficacy of novel police tactics—the experience of a jurisdiction that has been particularly effective in reducing violent crime after the adoption of new tactics.

2. The Experience of New York

Homicide in New York City rose from a rate of 4.7 per 100,000 in 1960 to a 1991 peak of 31.0 in waves that roughly corresponded to drug epidemics, with the increases concentrated in firearms-related homicide.\textsuperscript{137} New York was fairly typical of major cities during the crime-spike period; in 1990, its homicide rate was at the average for large cities, and as we have seen, it experienced the same gang and drug-related competitive pressures during the crack era that produced a spike in violent crime in the nation’s major cities.\textsuperscript{138} Ethnographic studies of drug dealing in New York City observed the prevalence of gang-organized drug dealing during the crime-rise period.\textsuperscript{139} The overrepresentation of minorities among its homicide victims was also typical for large cities; in 1990, African Americans comprised 48.5% of New York’s homicide victims and Hispanics comprised 30.9%, even though these groups

\textsuperscript{135} See, e.g., PE\textsc{rson-Nel}\textsc{son}, supra note 40, at 152-54; Graham C. Ousey & Matthew R. Lee, Homicide Trends and Illicit Drug Markets: Exploring Differences Across Time, 24 JUST. Q. 48, 73 (2007); Pratt & Cullen, supra note 38, at 425-26.
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comprised less than half of the city’s population. 140 At the 1991 peak of New York’s crime wave, the homicide victimization rate in New York was 58 per 100,000 population for African Americans, 44 for Hispanics, and 8 for Whites. 141 The ensuing crime decline was far from typical, however, even in an era of declining rates of violent crime.

During the 1990s, the decline in each of the seven categories of “index” crime reported to the Federal Bureau of Investigation in New York was approximately double the decline in the rest of the country. 142 By 2000, when compared to the other nine of the ten largest cities, New York had the lowest rates for five of the seven index crimes, and for murder, its rate of 8.7 per 100,000 population was dramatically below the remaining nine-city average of 16.3. 143 Indeed, New York outperformed every one of the nation’s fifteen largest cities during the 1990s. 144 By 1998, the African-American homicide victimization rate had declined by more than two-thirds to 17 per 100,000 population, the Hispanic rate had declined by more than four-fifths to 8, and the White rate was at 4. 145 Moreover, New York has been able to keep driving its homicide rate down; New York’s 2009 homicide rate was 5.6 per 100,000 population. 146

No non-police explanation for New York’s success is apparent; for example, New York’s growth in incarceration rates and decline in unemployment rates during the 1990s were smaller than the national averages. 147 In the late 1990s, the poverty rate in New York stabilized at about twice the national average, about where it was in the early 1990s, and no statistical relationship existed between New York’s poverty, unemployment, and homicide rates in the 1990s. 148 As for drugs, there is no evidence of a decline in the demand for crack or other illegal drugs in New York associated with the crime-decline period. 149 As we have seen, abortion had a limited effect
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on crime rates in New York. Moreover, if the legalization of abortion explained the crime decline, we would expect to see the disparity between the crime drop in early legalization states and others disappear over time. New York was an early legalization state, permitting widespread abortion in 1970. But, as we have seen, it outperformed other big cities in terms of reducing violent crime throughout the 1990s and beyond. Similarly, as Franklin Zimring observed, New York City’s crime drop did not cluster at the beginning of the 1990s, as one might expect if its head start in legalizing abortion explained the crime drop, and it experienced crime declines far in excess of those elsewhere in New York, suggesting that the cause of the decline cannot be found at the state level.

Most pertinent for present purposes, the size of New York City’s police force increased substantially during the period of dramatic declines in violent crime in that city, and Hope Corman and H. Naci Mocan found a statistically significant relationship between the two. Still, as we have seen, there is reason to doubt whether increases in the size of a police department alone are likely to drive down crime. Moreover, as previously noted, the crime decline continued after 2000, even though the size of the New York police force declined significantly, with the number of officers in service dropping from 40,311 in 2000 to 36,101 by 2006. Thus, the size of the police force seems, at best, an incomplete explanation.

As it happens, important changes in policing tactics corresponded to New York’s crime drop. In 1991, not only did the size of New York’s police force begin to increase, but it also adopted a community-policing model that employed an increased emphasis on foot patrols and low-level disorder. In
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1994, after the appointment of a new police chief, the department placed greater emphasis on aggressive stop-and-frisk tactics for misdemeanor arrests for drug and public-order offenses, adopted a system of statistical analysis that directed enforcement efforts at statistical “hot spots” of criminal activity, and imposed greater managerial accountability.\(^{159}\) The tactic that the architects of the New York policing strategy of the 1990s chiefly credit for the crime drop is the use of “Broken Windows” policing tactics that focus on reducing signs of physical and social disorder in the streetscape.\(^{160}\) In a later study, Mocan and Corman found that citywide felony arrest rates had a statistically significant effect in reducing all seven index crimes, and misdemeanor arrests had a statistically significant effect on robbery, motor vehicle theft, and grand larceny.\(^{161}\) In yet another study, George Kelling and William Sousa found an inverse relationship between New York precinct’s misdemeanor arrests between 1989 and 1998 and the rate of violent crime.\(^{162}\) The authors of these studies claimed that each provided support to the Broken Windows thesis.\(^{163}\)

To be sure, these studies have been challenged. Bernard Harcourt and Jens Ludwig, for example, attacked Corman and Mocan’s study by arguing that any time-series study of a single jurisdiction can be misleading, using as an example their own finding that successful New York Yankees teams were...
associated with a decline in New York’s homicide rate.\textsuperscript{164} In addition, Jeffrey Fagan and Garth Davies criticized Kelling and Sousa’s findings by suggesting alternative explanatory variables and noting that if arrests reduced violent crime one would expect to see a lagged effect.\textsuperscript{165} Beyond these criticisms, there are additional reasons to question the Broken Windows thesis. For one thing, one could believe that misdemeanor arrests are a poor proxy for Broken Windows policing, and felony arrests are even worse. Beyond that, one might believe that the studies are inconsistent. After all, Corman and Mocan found that felony arrests were related to reductions in homicide, while Kelling and Sousa found that it was levels of misdemeanor arrests that reduced violent crime. Perhaps these results can be reconciled; Corman and Mocan’s citywide analysis may have obscured the effects of high levels of misdemeanor arrests at specific hot spots of crime. Still, these studies provide, at best, only indirect evidence to support the Broken Windows thesis.

Beyond that, the overall evidence of the efficacy of Broken Windows policing is open to question. Wesley Skogan’s study, which aggregated data from six cities, found that physical disorder stimulated violent crime; however, Professor Harcourt found that any relationship disappeared when neighborhood poverty, race, and stability are held constant and that Skogan’s results were unduly sensitive to data from a small number of neighborhoods,\textsuperscript{166} although Professor Harcourt’s methodology has been criticized as well.\textsuperscript{167} Yet another study found no relationship between physical disorder on the Chicago streetscape, concluding that indicia of concentrated social disadvantage better predicted crime rates,\textsuperscript{168} although some have argued that the Chicago data provides at least partial support for the Broken Windows thesis.\textsuperscript{169} A Baltimore study found only an inconsistent relationship between disorder and homicide rates.\textsuperscript{170} And, one study found that moving the residents of low-income areas into stable and more affluent communities did not reduce crime rates among
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participants. An aggressive quality-of-life policing initiative in New York in the mid-1980s, moreover, failed to reduce violent crime. A committee of distinguished social scientists, in a report co-edited by none other than Skogan, recently reviewed the available evidence and concluded that the efficacy of Broken Windows policing has yet to be demonstrated. Still, the evidence points to a policing as an important explanation for the crime decline in New York. After all, the crime drop began in 1991, and this correlates well with the beginning of the change in the strength and tactics of the police. Indeed, as we have seen, Corman and Mocan found a relationship between increasing numbers of police officers and declines in violent crime. Moreover, police should have the greatest effect on murders committed in clearly visible locations, and, in the later period of the 1990s, murders in clearly visible locations continued to drop in New York despite the size of the police force stabilizing.

3. The Role of Stop-and-Frisk in the Crime Decline

As we have seen, the citywide felony arrests studied by Corman and Mocan, on the one hand, and the precinct-level misdemeanor arrests studied by Kelling and Sousa, on the other, are a less than perfect proxy for Broken Windows policing, but they are a much better proxy for something else—the stop-and-frisk. Indeed, the stop-and-frisk was ubiquitous in New York City’s approach to policing during the crime-decline period.

Unlike most police departments, New York’s stop-and-frisk activity can be quantified because officers must complete a form whenever they forcibly stop and frisk or search a suspect or when a suspect who had been forcibly stopped refuses to identify himself. The New York Attorney General’s review of the reports covering stops during 1998 and the first three months of 1999 disclosed 174,919 stops by New York City police. The prevalence of
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173. See FAIRNESS AND EFFECTIVENESS IN POLICING, supra note 122, at 229-30. Doubts about the efficacy of Broken Windows policing as a means of reducing violent crime, however, may not be fatal to the enterprise. I have elsewhere argued that whatever the relationship between disorder and violent crime, the evidence is clear that disorder stimulates the fear of crime, and for that reason policing disorder will reduce the likelihood of neighborhood destabilization. See Lawrence Rosenthal, Policing and Equal Protection, 21 YALE L. & POL’Y REV. 53, 92-95 (2003). For a somewhat similar argument endeavoring to rehabilitate the Broken Windows thesis, see Xu, Fiedler & Flaming, supra note 167, at 168-73.

174. See KARMEN, supra note 141, at 102-04 & graph 3.1.

175. See id. at 92-98.

176. See id. at 137, 270.

177. See STOP AND FRISK REPORT, supra note 158, at 64.

178. Id. at App. tbl.1.A.5.
stop-and-frisk has only increased since then, reaching 575,996 in 2009.\footnote{179} With stop-and-frisk at such high levels, especially in targeted as “hot spots,” suspects could perceive greatly elevated risk in carrying guns or drugs, or in attempting to purchase the latter, at least in targeted areas. There is some observational evidence to support this supposition; one ethnographic study documented a decline in outdoor drug markets in New York’s Bushwick neighborhood, and observed that it had created a system of middlemen who arrange transactions between purchasers and indoor sellers, and this system, in turn, increased transaction costs because of purchasers’ fears of fraud or deception.\footnote{180} Moreover, if gang members and drug sellers cannot confidently carry firearms because of the risk of stop-and-frisk, their ability to defend their turf or themselves will be substantially reduced. In this fashion, high rates of stop-and-frisk may make gang and drug crime more risky and less lucrative by increasing the risk of arrest and the difficulty of establishing stable drug-market monopolies.\footnote{181}

The impact of stop-and-frisk rates and gang and drug-related violent crime may well be captured by both the Corman and Mocan and Kelling and Sousa analyses. High precinct-levels of misdemeanor arrests are a rough proxy for precincts in which aggressive stop-and-frisk tactics at violent-crime hot spots are in use. High levels of felony arrests may also reflect more aggressive tactics aimed at gangs and drugs. The inference that stop-and-frisk tactics are an important aspect of New York’s success is strengthened by a more recent study by Jeffrey Fagan, Garth Davies, and Jan Holland that found that intensive patrols near public housing in New York resulted in substantial reductions in violent crime in the areas surrounding public housing projects.\footnote{182} Another study of hot spots targeted for special enforcement activity found disproportionate reductions in visible crimes against the person—murder, rape, robbery, assault, and grand larceny.\footnote{183} Intensive patrols, in turn, are another proxy for stop-and-frisks. Moreover, looking beyond New York, an impressive number of studies throughout the nation have found that aggressive policing at hot spots with an emphasis on finding guns reduces levels of violent crime.\footnote{184}

\footnotesize
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180. See Terry Furst, et al., The Rise of the Street Middleman/Woman in a Declining Drug Market, 7 ADDICTION RES. 103, 114-24 (1999)).

181. In this connection, it is worth noting that Levitt and Venkatesh found that intergang violence adversely affected gang revenues because drug purchasers are deterred from patronizing violent markets and gang members demand higher wages to compensate them for increased risk. See Levitt & Venkatesh, supra note 45, at 775-80. Thus, a strategy that makes it more difficult for gangs to establish stable drug monopolies will adversely affect the economic motivations for gang membership.
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Indeed, nationwide arrest statistics show that during the crime-decline period, there was a reduction in weapons arrest rates without any evidence that police were decreasing the rate at which they engaged in weapons searches, suggesting a decline in the rate at which potential offenders carried firearms. This suggests that lower crime rates are associated with lower rates at which firearms are carried in public—the kind of response one might expect from an aggressive regime of weapons searches.

There is additional evidence from New York itself. Not only is the crime drop well timed to increases in the size of the New York Police Department, as we have seen, but also reductions in violent crime were concentrated to visible crimes committed in public places, suggesting that offenders were responding to the tactics of officers on patrol. Crime reductions were also concentrated on crimes involving handguns, suggesting that patrol tactics directed at concealable firearms were responsible. In addition, ethnographic studies of the crime drop in New York lend support to the stop-and-frisk thesis. In his study of several Brooklyn neighborhoods, Richard Curtis concluded that after police crackdowns began in 1992, gang drug dealing was largely driven indoors and became less attractive to neighborhood residents, producing a decline in violent crime. He concluded: “[T]he reconfiguration of drug markets in the...
mid-1990s appreciably reduced the level of neighborhood violence. As distribution retired indoors, turf battles were eliminated.\textsuperscript{190} Bruce Johnson, Andrew Golub, and Eloise Dunlap’s study of drug subcultures in New York concluded that aggressive policing in the 1990s, in particular stop-and-frisk tactics that focus on discovering concealed handguns, reduced crime by disrupting open-air drug sales.\textsuperscript{191} An ethnographic study of the Bushwick neighborhood similarly concluded that aggressive police tactics employed since 1992 pushed drug dealing indoors.\textsuperscript{192} As another researcher explained:

\begin{quote}
The shift indoors reduced the risk of being “ripped off,” including murderously . . . The effects of this shift can be directly related to the reduction in homicide. As one police officer put it: “There are no more drive-by shootings. There’s no one on the corner to drive by and shoot.”\textsuperscript{193}
\end{quote}

Thus, “the result of persistent stop, frisk and arrests meant that young men thought twice before carrying their guns . . . [t]hat guns were not immediately accessible during routine confrontations was a frequently cited explanation for the reduction in murder in the mid-1990s.”\textsuperscript{194}

There is, nevertheless, ample reason for caution when interpreting the data.\textsuperscript{195} Jeffrey Fagan and Garth Davies examined the stop-and-frisk data obtained by the New York Attorney General and found that the rate of stops in a precinct in 1998 did not predict homicide rates in the first three months of 1999.\textsuperscript{196} This data, however, came relatively late in New York’s crime drop, and given the short span of time and the small number of homicides in any given precinct, this finding may not be particularly probative.\textsuperscript{197} Moreover, other work by Fagan and Davies—the study of public housing patrols with Jan Holland—supports the stop-and-frisk thesis.\textsuperscript{198} Professor Fagan, for his part, has pronounced himself persuaded that policing can reduce crime rates, citing, among others, the Corman and Mocan study.\textsuperscript{199} But perhaps the most powerful support for the thesis is the lack of any plausible alternative.

\textsuperscript{190} Id. at 1274. For similar accounts, see KARMEN, supra note 141 at 172-73; Travis Wendel & Ric Curtis, The Heraldry of Heroin: “Dope Stamps” and the Dynamics of Drug Markets in New York City, 30 J. DRUG ISSUES 225, 243-44 (2000).

\textsuperscript{191} See Bruce D. Johnson, Andrew Golub & Eloise Dunlap, The Rise and Decline of Hard Drugs, Drug Markets, and Violence in Inner-City New York, in THE CRIME DROP IN AMERICA, supra note 19, at 164, 185-89.

\textsuperscript{192} See Furst, et al., supra note 180, at 108-09, 126-27.

\textsuperscript{193} Bowling supra note 172, at 547.

\textsuperscript{194} Id. at 546.

\textsuperscript{195} See, e.g., KARMEN, supra note 141, at 257.

\textsuperscript{196} See Fagan & Davies, supra note 165, at 205-06.

\textsuperscript{197} Franklin Zimring levels this charge at a study questioning the effectiveness of New York’s police management reforms. See ZIMRING, supra note 32, at 153-54. Zimring’s work applies with equal, if not greater, force to the Fagan and Davies result.

\textsuperscript{198} See supra note 182 and accompanying text.

Pretty much the only alternative explanation for the New York crime decline to be advanced is the claim of Professors Harcourt and Ludwig who, in response to the Kelling and Sousa study, argued that the New York data could reflect nothing more than a regression to the mean.\textsuperscript{200} Indeed, criminologists have long observed that crime waves are often followed by a regression.\textsuperscript{201} New York’s homicide decline, however, does not exhibit the characteristics of a regression to the mean. By 2000, New York’s homicide rate had declined to about one-third of its average during the 1980s.\textsuperscript{202} This decline was the longest and largest in that city since World War II.\textsuperscript{203} As we have seen, the decline continued after 2000, even after the crime rate had reached an unusual low; it was concentrated in the kind of crimes likely to be responsive to stop-and-frisk tactics—visible crime in public places involving handguns—and it roughly doubled the decline observed in other comparable cities.\textsuperscript{204} A crime decline of such a magnitude and duration does not reflect the kind of ordinary variability seen in a regression to the mean.\textsuperscript{205} Moreover, the fact that the greatest declines occurred in the precincts with the highest crime rates is consistent with the stop-and-frisk thesis because the most aggressive patrols were conducted in the areas that had been identified as hot spots of crime.\textsuperscript{206}

As with most empirical debates in criminology, the claim that stop-and-frisk has proven its value in fighting violent crime in New York is one that can be advanced only with considerable caution. There are likely a number of reasons that crime declined in New York.\textsuperscript{207} Moreover, the experience of New York may be unusual in that its unusual population density may magnify the efficacy of its stop-and-frisk tactics.\textsuperscript{208} For just this reason, however, it may be easier to study the efficacy of stop-and-frisk in New York than elsewhere. Even so, it is worth noting that one of the architects of the New York strategy, former New York Chief of Police William Bratton, brought many of those same tactics to the far less-dense Los Angeles when he became its police chief, and he produced large reductions in violent crime in that city as well.\textsuperscript{209}

In short, Terry’s regime of stop-and-frisk may well be critical to the fight against violent crime. For that reason, the law-enforcement benefits of Terry seem substantial, and the intrusion on liberty that it authorizes seems relatively limited. Under the pragmatic balancing test utilized in Terry itself, the decision
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\textsuperscript{203} Id. at 23, 196-97.
\textsuperscript{204} Id. at 141; Roth, supra note 188, at 184.
\textsuperscript{206} See supra text accompanying note 159.
\textsuperscript{207} See, e.g., KARMEN, supra note 141, at 257.
\textsuperscript{208} See ZIMRING, supra note 32, at 156-57.
may be counted as something of a success. But, we have yet to consider the originalist and pragmatic cases against Terry.

II. ORIGINALISM AND TERRY

As we have seen, one route for attacking Terry rests on its lack of historical grounding. Indeed, the leading framing-era sources consistently identify the authority of an official or private person acting without a warrant exclusively in terms of a power to arrest offenders, making no mention of any power of investigatory detention or frisk of the type authorized in Terry.

A. The Originalist Case Against Terry

When Justice Scalia considered the historical footing for Terry, the only historical evidence he thought gave its holding any support was the framing-era nightwalker statutes, although he doubted that they could support a frisk. The handful of scholars who have examined the historical record have also identified these statutes as the best support for a doctrine of preventative
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210. To be sure, the Attorney General’s report expresses some skepticism about the New York Police Department’s compliance with the Fourth Amendment, concluding through the use of a sampling procedure that 15.4% of all forms failed to articulate facts sufficient to justify the stop and 23.5% of all forms did not provide sufficient information to make a determination about whether the stop was justified. See STOP AND FRISK REPORT, supra note 158, at 161-64. The sampling procedure also found that forms that articulated facts amounting to reasonable suspicion resulted in an arrest four times more often. See id. at 164. It is difficult to know what to make of this point; it may well be that officers were less thorough in filling out forms when they knew there would be no criminal case arising from the encounter. Reliance on these reports to assess compliance with the Fourth Amendment is perilous because the reports are not made for that purpose but rather as a source of investigative leads. See James J. Fyfe, Stops, Frisks, Searches, and the Constitution, 3 CRIMINOLOGY & PUB. POL’Y 379, 392-94 (2004). In any event, this data does not endeavor to establish that police reports involving arrests based on probable cause were any more likely to fail to articulate sufficient facts to support the arrest than reports involving Terry stops. At most, the data may reflect no more than the risk of error inherent in all police activity. The difficulties in gathering evidence on this point are illustrated by a study of another city involving observation of officers on patrol that found 46% of pat-down searches were unconstitutional. See Jon B. Gould & Stephen D. Mastofski, Suspect Searches: Assessing Police Behavior under the U.S. Constitution, 3 CRIMINOLOGY & PUB. POL’Y 315, 333 (2004). Yet, the study also found that “unconstitutional searches were statistically no more likely to generate contraband than constitutional searches.” Id. at 347. If the presence of reasonable suspicion did not increase the likelihood of finding contraband, however, the problem may lie in the observers’ understanding of the reasonable suspicion standard; otherwise, it is difficult to understand how the presence of reasonable suspicion could have no effect on the likelihood that a search will produce contraband. For an additional critical discussion of this study, see Fyfe, supra at 384-91. In any event, Part III will address the question whether the risk of error that inheres in Terry renders that doctrine unreasonable within the meaning of the Fourth Amendment.

211. See supra text accompanying notes 9-12.


213. See supra text accompanying notes 10-12.
detention and search, although they too have doubted the historical case for a stop-and-frisk in the absence of probable cause to arrest.\textsuperscript{214} In fact, the historical evidence is more complex than Justice Scalia and the scholars who have examined this issue have acknowledged.

On the one hand, the nightwalker statutes authorized detention far more intrusive than that contemplated by Terry by authorizing full-blown custodial arrests of suspicious individuals rather than brief investigative detention. Blackstone, for example, explained that “watchmen . . . may virtute officii arrest all offenders, and particularly nightwalkers, and commit them to custody till the morning.”\textsuperscript{215} Hawkins wrote: “[I]t is holden by some, that any private person may lawfully arrest a suspicious night walker, and detain him till he make it appear that he is a person of good character,” and recognized similar authority in members of the watch.\textsuperscript{216} Hale similarly opined, “[t]he constable may arrest suspicious night walkers.”\textsuperscript{217} Thus, Justice Scalia’s skepticism of the framing-era support for Terry is understandable, but likely overstates matters.\textsuperscript{218} In fact, the nightwalker statutes most likely did authorize the type of frisk permitted by Terry—and probably a good bit more. These statutes authorized custodial arrests, and framing-era law permitted a search of the person of an arrestee.\textsuperscript{219} Moreover, these statutes seem to authorize detentions lasting at least overnight, custody of a duration exceeding anything permitted by Terry.\textsuperscript{220}

On the other hand, there is little indication that the standard for arrest under the nightwalker statutes was any less stringent than the standard governing any other kind of arrest.\textsuperscript{221} For example, Hawkins described “suspicion” as the standard required for all arrests and added that:

\[ \text{W} \text{hoever would justify the arrest of an innocent person by reason of any such suspicion, must not only shew[sic] that he suspected the party himself, but must also set forth the cause which induced him to have such a suspicion, that it may appear to the court to have been a sufficient ground for his proceeding.} \]

\textsuperscript{215} 4 BLACKSTONE, supra note 212, at 289.
\textsuperscript{216} HAWKINS, supra note 212, at 120.
\textsuperscript{217} 2 HALE, supra note 212, at 88.
\textsuperscript{218} See Sklansky, supra note 13, at 1805-06.
\textsuperscript{219} See, e.g., CLANCY, supra note 212, at § 8.1.1; CUDDHY, supra note 212, at 750-53.
\textsuperscript{220} The longest detention the Supreme Court has ever countenanced under Terry was twenty minutes during which officers detained a driver while other officers pursued an apparently overloaded camper with which the detainee had been driving in tandem in order to determine whether the camper contained contraband. See United States v. Sharpe, 470 U.S. 675, 683-88 (1985). Conversely, the Court has held that a ninety-minute detention of luggage at an airport pending the arrival of a narcotics-detecting canine was excessive under Terry. See United States v. Place, 462 U.S. 696, 707-10 (1983).
\textsuperscript{221} See, e.g., HAWKINS, supra note 212, at 120.
\textsuperscript{222} Id. at 77.
In discussing the justification required for all arrests, the notes of Hale’s editor similarly cautioned “that suspicion must not be a mere causeless suspicion, but must be founded upon some probable reason.” Accordingly, it seems unlikely that the nightwalker statutes authorized arrest on any lesser standard than found in the general law of arrest. Moreover, there is little evidence that framing-era law permitted any detention or frisk of individuals on the basis of suspicion that stopped short of the justification required to support an arrest. As William Cuddihy concluded in his exhaustive analysis of the historical evidence, “by 1789, body searches were derivatives of the arrest process, and Americans had little recent experience with personal searches apart from that process.”

Thus, Terry’s central innovation—permitting detention and frisk on a predicate that could not support an arrest—has no support in the nightwalker statutes or any other framing-era practice. At the same time, the framing-era standard for arrest was rather imprecise; Hawkins’s description of the suspicion required to justify an arrest, for example, does not sound too different from Terry’s standard of reasonable suspicion. Thus, Terry’s holding on the permissibility of a stop-and-frisk even when an arrest is not warranted has no historical support, but perhaps framing-era arrest authority was greater than that recognized today.

Still, it is easy to make too much of the nightwalker statutes. They were, after all, limited to nightwalking. These statutes authorized the night watch to prevent breaches of the peace; but because of their temporal limitation to the hours at which the threat was thought greatest, they stopped well short of conferring a general power of investigative detention of the type granted by Terry. Perhaps even more important, there is reason to doubt that framing-era officers would have used the somewhat-elusive standard of suspicion under the nightwalker statutes anywhere near as aggressively as Terry permits. Framing-era officers acting without a warrant faced personal liability in tort if they made an arrest under circumstances that a jury might later deem inadequate. For
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223. 2 HALE, supra note 212, at 88.
224. See Leagre, supra note 214, at 408-11 (providing a more detailed discussion of this point).
225. See Warner, supra note 214, at 324.
226. CUDDIHY, supra note 212, at 752.
227. See Sklansky, supra note 13, at 1804-05; Thomas, supra note 13, at 1495-96.
228. Compare HAWKINS, supra note 212, at 120 (describing the procedure of detainment until suspicion is abated), with Terry v. Ohio, 392 U.S. 1, 30 (1968) (justifying searches based on reasonableness).
229. See, e.g., AKHIL REED AMPAR, THE CONSTITUTION AND CRIMINAL PROCEDURE: FIRST PRINCIPLES 11-17, 20-21 (1997); CUDDIHY, supra note 212, at 593-96, 760-61; Thomas Y. Davies, Recovering the Original Fourth Amendment, 98 MICH. L. REV. 547, 621-22, 665-66 (1999). If a search produced incriminating evidence, the evidence sufficed as a defense to tort liability, see AMAR, supra, at 6-7, although there is some debate about whether this defense was the case for a trespass to a house. Compare Davies, supra at 647-49 (denying the existence of immunity), with Fabio Arcila, Jr., The Death of Suspicion, 51 WM. & MARY L. REV. 1275, 1316-24 (2010) (finding evidence to support immunity). In any event, for a stop-and-frisk on something like a Terry standard, the likelihood that an immunity defense would be available would have been doubtful given the risk that an officer would have been taking that the search would not produce incriminating evidence. The Terry standard “falls considerably short of satisfying a preponderance of the
misdemeanor offenses, an arrest was considered justifiable only if the offense occurred in the presence of the person making the arrest and the arrestee was in fact guilty, meaning that the acquittal of the arrestee exposed the individual making the arrest to liability for trespass. 230 Even for felonies, an arrest was considered justified only if a felony had in fact been committed and there was “probable cause of suspicion” to believe that the arrestee had committed the offense. 231 Thus, an individual who made an arrest under the nightwalker statutes faced a serious threat of personal liability. 232 Under the contemporary qualified immunity doctrine, in contrast, officers face no personal liability even if they violate Fourth Amendment standards, as long as their judgment under the circumstances is considered reasonable. 233

In the face of this conflicting evidence and imprecise historical analogies, the historical evidence regarding Terry yields no clear conclusion. Perhaps the nightwalker statutes conferred even greater authority than Terry, but their practical import may have been limited, and they offer no support for Terry’s regime of stop-and-frisk absent a legal basis to make an arrest. 234

231. See Davies, supra note 229, at 631-33.
232. See id. at 625.
233. See, e.g., Saucier v. Katz, 533 U.S. 194, 203-07 (2001); Anderson v. Creighton, 483 U.S. 635, 643-44 (1987). Indeed, one could argue that the emergence of contemporary immunity doctrines unknown during the framing-era calls for more stringent regulation of police conduct under the Fourth Amendment in order to compensate for the loss of the inhibitory effect of framing-era liability rules. Cf. California v. Acevedo, 500 U.S. 565, 583 (1991) (Scalia, J., concurring) (“[I]t may even be that changes in the surrounding legal rules (for example, elimination of the common-law rule that reasonable, good-faith belief was no defense to absolute liability for trespass{})) may make a warrant indispensable to reasonableness where it once was not.”).
234. With respect to the framing-era conception of probable cause, matters become even more confusing. There is some indication that in the framing era, judges were not required to make an independent assessment of the showing of probable cause made in an application for a warrant but instead concerned themselves with the particularity requirement to ensure that warrants did not confer general authority on those executing them. See Fabio Arcila, Jr., In the Trenches: Searches and the Misunderstood Common-Law History of Suspicion and Probable Cause, 10 U. PA. J. CONST. L. 1, 17-45 (2007). But see Davies, supra note 229, at 654 n.297; David E. Steinberg, Probable Cause, Reasonableness, and the Importance of Fourth Amendment History: A Response to Professor Arcila, 10 U. PA. J. CONST. L. 1211 (2008). For present purposes, the resolution of this dispute is unimportant; no one contends that, in the framing era, officers lacking warrants had a roving authority to engage in detention and search of individuals; such authority would be inconsistent with the particularity requirement that was essential to the validity of framing-era warrants. See Arcila, supra, at 9-14. Moreover, as we have seen, at least when it comes to warrantless arrests, framing-era sources evinced considerable concern that an arrest be properly supported by an adequate basis for suspicion. Indeed, it is unlikely that warrantless search or seizure was undertaken promiscuously; as we have seen, those undertaking warrantless arrests faced tort liability if a jury concluded that a search or seizure was inadequately justified.
As he questioned the framing-era support for Terry, Justice Scalia wondered whether stop-and-frisk “was considered permissible by 1868, when the Fourteenth Amendment (the basis for applying the Fourth Amendment to the States) was adopted.” There is, however, little evidence that much evolution in this area of the law had occurred since the framing of the Fourth Amendment.

Joel Prentiss Bishop’s treatise, for example, cited Hawkins’s discussion of the authority of private persons to arrest and detain under nightwalker statutes and added that “watchmen and beadles have authority at the common-law to arrest and detain in prison, for examination, persons walking the streets at night, whom there is reasonable ground to suspect of felony, although there is no proof of a felony having been committed.” This appears to be the same standard of reasonable cause or grounds to believe that a suspect had committed an offense that Bishop explained was necessary to justify any arrest. Indeed, nineteenth century police manuals indicate that suspicion was considered a basis for arrest, not a mere investigative detention and frisk on a standard short of that governing arrest. Thus, Fourteenth Amendment framing-era law also contains little indication of stop-and-frisk authority on a standard less than required to justify a full-scale arrest.

There is, however, some reason to believe that if Fourteenth Amendment framing-era understandings are consulted, the support that the nightwalker statutes offer for Terry becomes even more problematic. The nightwalker statutes seem little different than the vagrancy statutes that became popular in

237. See id. §§ 181-82, at 105-07. For a discussion of the evolving nineteenth century standards governing arrest that approached the contemporary conception of probable cause, see Davies, supra note 229, at 634-42.
238. See DAVID R. JOHNSON, POLICING THE URBAN UNDERWORLD: THE IMPACT OF CRIME ON THE DEVELOPMENT OF THE AMERICAN POLICE, 1800-1887, at 131-33 (1979). Arrests on suspicion seemed to represent a small but not insignificant proportion of total arrests:

[1] In Boston in 1856 the largest number of arrests (44 percent) were for public intoxication, 18 percent were for disorderly conduct, and 4 percent were made on the legally tenuous grounds of “suspicion.” Nearly thirty years later in the same city, 59 percent of arrests involved public intoxication, and 5 percent were for disorderly conduct and suspicion. Similarly, in New York in 1891, almost 30 percent of arrestees were charged with drunkenness, 18 percent were arrested for disorderly conduct, and 5 percent were taken into custody on suspicion.


239. Although there is a paucity of case law on point, a few decisions suggest that a regime of stop-and-frisk in the absence of a basis to arrest was considered unlawful. See, e.g., Shields v. State, 16 So. 85, 86-87 (Ala. 1894) (stating that a sheriff operating a jail “is without legal authority, by force, to search or examine [visitors], or to compel them to submit their persons to search or examination, even though he may suspect them of crime or of criminal purposes”); Evans v. State, 32 S.E. 659, 659 (Ga. 1899) (reasoning that the police officer’s forcible search and disarmament of the suspect—after the officer had been told that the suspect had been firing a weapon—was unlawful because “neither the officer who testified nor the officer who assisted in the arrest had any warrant for the accused, nor was any arrest made until after the accused was forced to give up his pistol”).
the Black Codes that followed the Civil War, which, although racially neutral on their face, were applied discriminatorily in an effort to control the movements of the newly-freed slaves by authorizing the arrest of persons that the authorities regarded as suspicious.\textsuperscript{240} One of the concerns underlying the enactment of the Civil Rights Act of 1866 was to eliminate the vagrancy laws that had emerged since the end of the Civil War.\textsuperscript{241} Additionally, a frequently expressed understanding of the Fourteenth Amendment in the Congress that crafted it was that the Amendment constitutionalized the Civil Rights Act.\textsuperscript{242} To be sure, the question whether the original meaning of the Fourteenth Amendment included a condemnation of nightwalker statutes and their kin is not free from doubt; the Civil Rights Act did not straightforwardly outlaw such statutes, but instead merely guaranteed all races:

[T]he same right . . . to make and enforce contracts, to sue, be parties, and give evidence, to inherit, purchase, lease, sell, hold, and convey real and personal property, and to full and equal benefit of all laws and proceedings for the security of person and property, as is enjoyed by white citizens, and shall be subject to like punishment, pains, and penalties, and to none other, any law, statute, ordinance, regulation, or custom, to the contrary notwithstanding.\textsuperscript{243}

Even so, the Supreme Court eventually invalidated modern versions of night-walking statutes under the Fourteenth Amendment on the ground that they

\begin{flushright}


243. \textit{Act} of Apr. 9, 1866, ch. 31, § 1, 14 Stat. 27.
unreasonably facilitated arbitrary and discriminatory enforcement. Thus, to the extent that Reconstruction-Era understandings suggest that nightwalker statutes impermissibly facilitated racial discrimination, they cast doubt upon the historical support for Terry. The broad authority granted by the nightwalker statutes that could so readily lend itself to arbitrary and discriminatory enforcement could well be thought inconsistent with the original understanding of the Fourteenth Amendment.

Aside from the nightwalker statutes, there is not much of a historical case to be made for Terry. To be sure, Akhil Amar has endeavored to justify Terry by arguing that the framing era utilized a general test of reasonableness for all searches and seizures not authorized by a warrant that did not necessarily require probable cause to arrest. But, as Thomas Davies has noted, there is no framing-era source that endorses a general test of reasonableness for warrantless searches and seizures. The only historical evidence that Professor Amar identifies as supporting warrantless searches and seizures on less than the standard for arrest are two framing-era statutes in which Congress authorized suspicionless searches of ships and liquor storehouses. The probative value of this evidence for Terry’s regime of stop-and-frisk is doubtful; as Professor Davies has argued, these statutory precedents may well be attributable to the framing era’s indulgent attitude toward revenue-related searches of commercial premises. Others have made similar points; Tracey Maclin, for example, has noted that searches of vessels had always been governed by the special standards of admiralty law, and the liquor-search statute provided only a highly limited authorization for premises likely to

246. See Davies, supra note 229, at 591-600. Professor Amar made his case by highlighting a reference to reasonableness in a seminal framing-era English case, but, as Professor Davies has observed, the statement says no more than that a search must be reasonable in duration and adds that if the search was unsupported by “probable cause of suspicion,” a search’s limited duration would not establish its lawfulness. See id. at 593-95 (discussing Leach v. Money, 3 Burr. 1742, 1765, 19 Howell St. Tr. 1001, 1026, 97 Eng. Rep. 1075, 1087 (K.B. 1765)). That is pretty thin evidence for a general standard of reasonableness that would support a regime of stop-and-frisk on less than probable cause to arrest. Telford Taylor has also advocated a general test of reasonableness, but he adduced no historical evidence in support of this approach other than the rule permitting a search of an arrestee’s person as an incident of arrest. See Telford Taylor, Two Studies in Constitutional Interpretation 27-30, 43 (1960).
248. See Davies, supra note 229, at 604-08, 711-14. To similar effect, see Thomas, supra note 13, at 1477-78. Professor Arcila, in contrast, has argued that unconstrained maritime searches were controversial in the framing era. See Arcila, supra note 229, at 1299-303. The fact that these searches were controversial, however, does not mean that they were considered as threatening as searches of persons or homes. This point seems obvious, given Congress’s failure to authorize searches of persons or homes absent probable cause or a warrant unless, as Professor Arcila notes, an individual operated a distillery in his home. See id. at 1305-06.
contain taxable alcohol. Whatever weight is afforded to the statutes highlighted by Professor Amar, however, there is no framing-era precedent for the warrantless detention or search of a person on less than the standard that would justify arrest.

**B. Fourth Amendment Originalism and the Problem of Changed Circumstances**

Although the historical support for *Terry* is eminently debatable, perhaps none is required. After all, the text of the Fourth Amendment does not compel adherence to framing-era practices; unlike the Seventh Amendment, which provides that “[i]n [s]uits at common law . . . the right of trial by jury shall be preserved, and no fact tried by a jury, shall be otherwise reexamined in any Court of the United States, than according to the rules of the common law,” the Fourth Amendment prohibits “unreasonable searches and seizures.”

---


250. Although providing no support for *Terry* in particular, Gerard Bradley has argued that, because the concerns of the framing era centered on the use of general warrants, the original understanding of the Fourth Amendment was that it had no application to warrantless search and seizure. See Gerard V. Bradley, *The Constitutional Theory of the Fourth Amendment*, 38 DePaul L. Rev. 817, 833-55 (1989). David Steinberg has advanced the related argument that the Fourth Amendment’s original meaning was limited to restrictions on physical intrusions on the home unauthorized by specific warrants because the concerns expressed in the framing era involved search and seizure of the home. See David E. Steinberg, *The Original Understanding of Unreasonable Searches and Seizures*, 56 Fla. L. Rev. 1051, 1061-73 (2004). Others are more impressed by the historical evidence suggesting a framing-era concern with warrantless search and seizure. See, e.g., Cuddihy, *supra* note 212, at 773-82; Maclin, *supra* note 249, at 939-59. Of course, an unconstrained power to engage in warrantless search and seizure of individuals would render the Fourth Amendment rather meaningless as a protection against governmental overreaching, a point made as early as Justice Story’s influential treatise, which condemned warrantless arrests as a circumvention of the Fourth Amendment. See III Joseph W. Story, *Commentaries on the Constitution of the United States* § 1895, at 749-50 n.1 (1833). Even if Justice Story somehow misapprehended the original understanding, his view likely informed the original understanding of the Fourteenth Amendment; the same point can be found in Thomas Cooley’s revision of Story’s treatise in the wake of the Fourteenth Amendment’s ratification, suggesting that Justice Story’s view had become part of the general understanding of the Fourth Amendment by the time of the Fourteenth Amendment’s ratification. See II Joseph W. Story, *Commentaries on the Constitution of the United States* § 1902, at 622-23 n.2 (Thomas M. Cooley ed., 1873). More generally, as Professor Davies has observed of efforts to predicate the original understanding on the particular concerns of the framing era, the framing-era focus on general warrants authorizing searches of residences must be understood against the background of a legal regime that evinced hostility to the exercise of discretionary authority to law enforcement officials not armed with warrants and granted those officials only meager authority to engage in warrantless searches and seizures. See Davies, *supra* note 229, at 573 n.56, 576-83, 619-68. Thus, if there is a paucity of framing-era concern about warrantless searches and seizures outside the home, this may well be a function of the reality that framing-era law granted officers acting without warrants so little authority that the risk of abuse by officers on some form of patrol was not thought to be of concern, or that very little of this kind of abuse had occurred in recent memory, rather than a reflection of the framing era’s lack of concern with abuse of power by government officials not armed with warrants.

251. U.S. Const. amends. IV, VII.
In District of Columbia v. Heller,\(^{252}\) as it confronted the Second Amendment’s right “to keep and bear [a]rms,”\(^{253}\) the Court wrote:

In interpreting this text, we are guided by the principle that “[t]he Constitution was written to be understood by the voters; its words and phrases were used in their normal and ordinary as distinguished from technical meaning.” Normal meaning may of course include an idiomatic meaning, but it excludes secret or technical meanings that would not have been known to ordinary citizens in the founding generation.\(^{254}\)

Thus, constitutional adjudication should be based on an “examination of a variety of legal and other sources to determine the public understanding of a legal text. . . .”\(^{255}\) This approach, however, produces little clarity about the proper interpretation of the Fourth Amendment’s prohibition on unreasonable search and seizure.

The drafting history of the Fourth Amendment sheds little light on the original meaning of this phrase. The Fourth Amendment began as a single clause forbidding unreasonable search and seizure “by warrants issued without probable cause, supported by oath or affirmation, or not particularly describing the places to be searched, or the persons or things to be seized.”\(^{256}\) The text was changed during debate in the House to create a freestanding clause prohibiting unreasonable searches and seizures, but no explanation for the alteration can be found in the available historical materials.\(^{257}\) Moving beyond legislative history to other indicia of original public meaning is no more helpful; the phrase “unreasonable search and seizure” was neither a widely used concept with a popular meaning nor a term of art associated with particular

---

\(^{252}\) 554 U.S. 570 (2008).

\(^{253}\) U.S. CONST. amend. II (“A well regulated Militia, being necessary to the security of a free State, the right of the people to keep and bear Arms, shall not be infringed.”).

\(^{254}\) Heller, 554 U.S. at 576–77 (quoting United States v. Sprague, 282 U.S. 716, 731 (1931) (brackets in original)).


\(^{257}\) For the most complete discussion of the available evidence on this point, see Davies, supra note 229, at 716-22. Professor Davies concluded that the alteration was intended only to phrase the prohibition on general warrants in a more imperative fashion because of the paucity of evidence that anyone in the House intended to make a substantive change to the original proposal. See id. at 722-24. That view may well be correct as a matter of the Framers’ intent, although given the sparse historical record, no conclusion can be stated with great confidence. But under the original-public-meaning methodology that the Supreme Court has endorsed, the inferences that Professor Davies draws from the evidence to be found in the legislative history is of little significance in determining how the public would have understood the proposal—at least absent evidence that the public was aware of a congressional intent to preserve the substance of the original proposal in a two-clause format. In fact, there is virtually no surviving evidence that sheds any light on the understanding of the Fourth Amendment in the ratifying states. See CUDDHY, supra note 212, at 712-23.
Professor Davies has adduced considerable evidence that the term "unreasonable," at least in a legal context, was understood in the framing era to mean illegal or unconstitutional, which suggests that there is at least some support in the historical record to equate reasonableness in the constitutional sense with practices that did not run afoul of the framing-era law of torts. Professor Davies goes on to argue that the Fourth Amendment was understood in the framing era to prohibit only general warrants and their like, because warrantless search and seizure was a relative rarity in the framing era that was heavily circumscribed by the law of torts.

Even so, Professor Davies cautions that the framing-era focus on the general warrant must be placed in the context of the framing-era regime that had sharply circumscribed the power to engage in warrantless search and seizure.

Regardless of how one might resolve the debates over the original meaning of the Fourth Amendment, framing-era public understanding of the meaning of the Fourth Amendment for policing is nearly an oxymoron. The Fourth Amendment was adopted as a restriction on the power of the federal government. Keeping the peace, however, was a local responsibility that the public most likely would have understood to have been entirely unaffected by the Fourth Amendment. For this reason, Fourteenth Amendment framing-era public understanding may be more relevant since it was the Fourteenth Amendment that produced constitutional restraints on state and local search and arrest standards.

258. See Sklansky, supra note 13, at 1776-1807 (expressing a more elaborate argument along these lines).

259. See Davies, supra note 229, at 684-93. David Sklansky, in contrast, has argued that the term had less precision in the framing era, meaning "what it means today: contrary to sound judgment, inappropriate, or excessive." Sklansky, supra note 13, at 1777-81.

260. See Davies, supra note 229, at 619-724. Beyond this, Professor Davies has also argued that in the framing era, warrantless arrests were governed by the Due Process Clause and not the Fourth Amendment because due process was understood to refer to the process of arrest, initiating, and conducting criminal prosecutions. See Thomas Y. Davies, Correcting Search-and- Seizure History: Now-Forgotten Common-Law Warrantless Arrest Standards and the Original Understanding of "Due Process of Law", 77 Miss. L.J. 1, 39-87 (2007); Davies, supra note 231, at 391-418. I have previously expressed some skepticism about this view as failing to explain all the pertinent evidence and treating other provisions in the Bill of Rights addressing criminal procedure as redundant. See Lawrence Rosenthal, Does Due Process Have an Original Meaning? On Originalism, Due Process, Procedural Innovation . . . and Parking Tickets, 60 Okla. L. Rev. 1, 34 n.135 (2007). For present purposes, however, the resolution of this debate matters little. If Professor Davies is correct, then the proper place to debate the propriety of Terry is as a matter of due process, but the question of Terry’s propriety remains, given its debatable support in framing-era practice.

261. See Davies, supra note 229, at 573 n.56, 576-83, 740-42.

262. See Luther v. Borden, 48 U.S. (7 How.) 1, 66-67 (1849). The general proposition that provisions of the United States Constitution are treated as limitations on only federal power unless they expressly indicate that they limit the power of the States was established in Barron v. Mayor of Baltimore. See Barron v. Mayor of Baltimore, 32 U.S. (7 Pet.) 243, 247-50 (1833). For helpful accounts of the concerns that produced the Fourth Amendment, none of which involved an effort to restrain the power of state or local governments, see, for example, Cuddihy, supra note 212, at 698-772; Jacob W. Landynski, Search and Seizure and the Supreme Court: A Study in Constitutional Interpretation 37-42 (1966); Nelson B. Lasson, The History and Development of the Fourth Amendment to the United States Constitution 83-105 (1937); Davies, supra note 229, at 694-723.

263. See Lasson, supra note 262, at 90-96.
seizure powers. Moreover, as we have seen, by the time of the Fourteenth Amendment’s ratification, there was greater concern about unconstrained search and seizure through vehicles such as vagrancy laws, going beyond the eighteenth century focus on general warrants.

But putting all this aside, even if the Fourth or Fourteenth Amendment framing-era understanding was that the existing regime linking search and seizure to the standard for arrest was “reasonable” in the constitutional sense, nothing in the constitutional text forbids a reassessment of reasonableness in light of changing conditions—certainly we have encountered no historical evidence of such a framing-era understanding in either the eighteenth or nineteenth centuries. To put it another way, even if we could survey a cross section of the framing-era public, or the hypothetical “reasonable framing-era person,” it is far from clear that they would have understood the Fourth Amendment to forbid any reconsideration of the authority of public officials on patrol to take prophylactic action to keep the peace and confront impending crime, if the framing-era regime of law enforcement proved ineffective to meet the changing needs of modernizing society. One can only speculate about how the original meaning of the Fourth Amendment would have accommodated changed circumstances; the available historical evidence permits no firm conclusion. At a minimum, the framing-era precedents permitting warrantless—indeed even suspicionless—searches of vessels and warehouses suggest that the Fourth Amendment was not understood to pose an absolute bar to search and seizure undertaken for purely investigative purposes in the absence of a basis to make an arrest; the framing-era understanding seems to have been more pragmatic than that.

265. See supra notes 240-43 and accompanying text. For a discussion of the concerns regarding unconstrained search and seizure in the southern states following the Civil War that animated the framing of the Fourteenth Amendment, see ANDREW E. TASLITZ, RECONSTRUCTING THE FOURTH AMENDMENT: A HISTORY OF SEARCH AND SEIZURE, 1789-1868, at 248-57 (2006).
266. Professor Davies has argued that the Fourth Amendment was not thought to be applicable to matters falling within admiralty jurisdiction, noting that the amendment did not mention vessels but instead regulated searches of “houses, papers, and effects.” Davies, supra note 229, at 607-08. This account suggests that the inapplicability of the Fourth Amendment to searches of vessels was not based on pragmatic considerations; although, Professor Maclin has observed that other framing-era precedents required traditional warrants for searches of vessels and commercial premises and that the historical record on this point is in conflict. See Maclin, supra note 249, at 950-54. In any event, Professor Davies’s argument about the textual inapplicability of the Fourth Amendment to vessels does not account for the framing-era willingness to permit warrantless searches of warehouses containing “effects” that presumably fell within the scope of Fourth Amendment protection. On that point, Professor Davies writes:

Although Americans did express anger over customs officers using general writs to search warehouses, the record does not indicate that those complaints ever became part of the legal grievance over general warrants . . . . The most likely explanation for the repeated emphasis on house searches, and the virtual silence regarding searches of commercial premises, is that the Framers understood that legislative authority for official inspection of commercial premises did not violate any common-law principle comparable to the castle doctrine applicable to houses . . . . [T]he Framers were apparently comfortable with a regime in which the colonies and then the states closely regulated commercial interests.
To be sure, it is rather a stretch to go from suspicionless searches of vessels and warehouses as a means of enforcing revenue laws to the far more general power of stop-and-frisk endorsed in Terry, but these framing-era precedents suggest that the framing-era understanding of reasonableness made some effort to accommodate the pragmatic realities of the day. Of course, these precedents provide little guidance on the question of whether the conception of reasonableness might change along with the exigencies facing the nation, but they hardly foreclose the idea of an evolving law of search and seizure.

When the Court considered the constitutionality of segregation in Brown v. Board of Education,267 it concluded that in light of greatly altered circumstances, the historical evidence concerning the framing-era understanding of the Fourteenth Amendment was “inconclusive” and for that reason took a nonoriginalist approach to the problem of segregation.268 As we will see, when it comes to the role of the police in society, circumstances have also changed dramatically since the framing era, rendering originalist methods of interpretation equally suspect.

C. The Historicist Critique of Fourth Amendment Originalism

In England, until roughly the time of the American Revolution, the only thing resembling a modern police officer was a constable, an official charged with executing warrants but who also had authority to appoint beadles responsible for clearing the streets of beggars and vagrants by day and keeping the community safe at night.269 This system emerged in the colonies and remained in place in the framing era, with the investigative process largely confined to the execution of warrants, and the remaining law enforcement duties of constables, sheriffs, and their employees consisted of responding to breaches of the peace.270 For example, in his framing-era treatise, St. George Tucker described the duties of constables as limited to keeping the peace, and the duties of sheriffs as limited to apprehending those who had breached the peace, hearing minor civil cases, and executing process.271

Davies, supra note 229, at 608. Accordingly, assuming that Professor Davies is correct that the framing-era understanding was that vessels were excluded from the protection of the Fourth Amendment, even he seems to concede that more pragmatic considerations underlay the framing-era willingness to tolerate warrantless searches of commercial premises on less than probable cause given the reduced privacy interests and greater regulatory interests at stake.

268. Id. at 489.
270. See, e.g., Lawrence M. Friedman, Crime and Punishment in American History 28-29, 68 (1993); Davies, supra note 260, at 419-32.
As we have seen, framing-era law enforcement officials had to be wary of aggressive policing; a search or seizure that a jury might eventually conclude was unjustified led to personal liability in tort.\(^{272}\) Thus, the proactive and prophylactic approach to policing envisioned by Terry was rare, as one study of law enforcement in Boston explained:

The formal agencies of control, the justices of the peace, sheriffs, constables, and watchmen, were all derived from the English, pre-urban past. Their effectiveness in Massachusetts depended upon the same conditions, which made the town meeting workable. Through the eighteenth century[,] the use of legal force was ordinarily a direct response to the demands of private citizens for help. The victim of robbery or assault called a watchman, if available, and afterward applied to a justice for a warrant and a constable to make or aid in the arrest. The business of detection was largely a private matter, with initiative encouraged through a system of rewards and fines paid to informers. Neither state nor town made any provision for the identification or pursuit of the unknown offender, except through the coroner’s inquest.\(^{273}\)

Unsurprisingly, this approach to law enforcement proved largely ineffective as the nation grew.\(^{274}\) In the mid-nineteenth century, large cities began establishing police forces in response to growing urban lawlessness and instability.\(^{275}\) The Fourteenth Amendment-era understanding of the constitutional limitations on policing did not halt the development of modern police forces or even the emergence of a regime something like Terry; as we have seen, nineteenth century policing permitted arrest on the basis of “suspicion”—a regime even harsher than the brief detention that Terry permits. Thus, if Fourteenth Amendment framing-era public understanding is relevant, it seems that the Constitution permitted evolution of policing powers beyond the restrictive standards of the late eighteenth century. Even so, by the time of the Fourteenth Amendment, policing in America was still in its infancy: “If we can believe the census figures, there were, all told, in 1880, 1,752 officers and 11,948 patrolmen in cities and towns with inhabitants of 5,000 or more.”\(^{276}\)

Throughout the nineteenth century, the ratio of police to population remained high, and officers often discharged their duties in a perfunctory, corrupt, or

---

272. See supra text at notes 229-32.
276. FRIEDMAN, supra note 270, at 149.
brutal fashion.\textsuperscript{277} It was not until the Progressive Era of the late nineteenth century that a wave of reform produced something resembling a professional police force.\textsuperscript{278}

One of the most potent charges against originalism is that it “depends on using history without historicism, the use of evidence from the past without paying attention to historical context.”\textsuperscript{279} Originalists are not unconcerned with this problem; even as he questioned the historical basis for \textit{Terry}, Justice Scalia left open the possibility that since the framing era, “concealed weapons capable of harming the interrogator quickly and beyond arm’s reach have become common—which might alter the judgment of what is ‘reasonable’ under the original standard.”\textsuperscript{280}

The relevance of changed circumstances is well entrenched in Fourth Amendment jurisprudence. For example, in \textit{Tennessee v. Garner},\textsuperscript{281} the Court invalidated a Tennessee statute that codified the framing-era rule that deadly force could be used to stop a fleeing felon on the ground that relevant circumstances and understandings had changed, stating that “[b]ecause of sweeping change in the legal and technological context, reliance on the common-law rule in this case would be a mistaken literalism that ignores the purposes of a historical inquiry.”\textsuperscript{282} The framing-era rule, the Court observed, was a consequence of the fact that during the framing “virtually all felonies were punishable by death,” as well as “the relative dangerousness of felons,” but since then, most felonies became noncapital and many nondangerous offenses have become classified as felonies.\textsuperscript{283} According to the Court:

These changes have undermined the concept, which was questionable to begin with, that use of deadly force against a fleeing felon is merely a speedier execution of someone who has already forfeited his life. They have

\textsuperscript{278} See, e.g., FOGELSON, supra note 277, at 41-53; WALKER, supra note 277, at 56-68.
\textsuperscript{281} 471 U.S. 1 (1985).
\textsuperscript{282} Id. at 13.
\textsuperscript{283} Id. at 13-14.
also made the assumption that a “felon” is more dangerous than a misdemeanor untenable.\footnote{284}

Moreover, arrests were inherently dangerous affairs in the framing-era “when weapons were rudimentary. Deadly force could be inflicted almost solely in a hand-to-hand struggle during which, necessarily, the safety of the arresting officer was at risk. Handguns were not carried by police officers until the latter half of the last century.”\footnote{285} Accordingly, “though the common-law pedigree of Tennessee’s rule is pure on its face, changes in the legal and technological context mean the rule is distorted almost beyond recognition when literally applied.”\footnote{286} Thus, the Court concluded that the framing-era judgment about the reasonableness of using deadly force against a fleeing felon was based on a framing-era context no longer relevant.\footnote{287}

Much the same point can be made about framing-era rules about the authority of officers acting without warrants. As we have seen, in the framing era, it was thought that acceptable levels of security could be provided without anything like a modern police force.\footnote{288} That judgment, however, was rejected long ago.\footnote{289} In particular, as we have seen in today’s inner city, much more than the prevalence of concealable firearms has given rise to threats to urban stability unknown in the framing era. The crime spike of the late 1980s and the early 1990s was driven by crack—the kind of victimless crime that framing-era reactive policing would have had no hope of combating. The policing tactics that seem to hold the most promise involve proactive efforts to increase the risks posed by those who carry guns or drugs in public but who commit overt breaches of the peace only when no officer is nearby, witnessed only by a thoroughly intimidated citizenry that must risk life and limb to give aid to an investigation. It is surely an odd understanding of a text that prohibits only “unreasonable search and seizure” to place a constitutional prohibition on the tactics that offer the greatest hope of stopping an epidemic of inner-city violence.

In her response to Professor Amar’s endorsement of Fourth Amendment originalism, Carol Steiker objected to reliance on framing-era practice as the measure of Fourth Amendment reasonableness on the ground that the framers did not foresee the emergence of large, professional police forces that posed a

\footnote{284. \textit{Id.} at 14.}
\footnote{285. \textit{Id.} at 14-15.}
\footnote{286. \textit{Id.} at 15.}
\footnote{287. \textit{See id.} Even the dissenters were reluctant to embrace framing-era practice without regard to changed circumstances; although, they afforded it greater weight. "Although the Court has recognized that the requirements of the Fourth Amendment must respond to the reality of social and technological change, fidelity to the notion of constitutional-as opposed to purely judicial-limits on governmental action requires us to impose a heavy burden on those who claim that practices accepted when the Fourth Amendment was adopted are now constitutionally impermissible." \textit{Id.} at 26 (O’Connor, J., dissenting).}
\footnote{288. \textit{See supra} text accompanying notes 269-73.}
\footnote{289. \textit{See supra} text accompanying notes 274-78.}
far greater threat to liberty than the framing-era constables and watchmen. 290 Yet, the changed circumstances that required the development of professional police forces could also be thought to justify a greater measure of official power to maintain order and security than was thought necessary in the framing era. After all, there was a reason that professional police forces emerged: as Professor Steiker acknowledges: “[T]he colonial institutions of the constabulary and the watch were extremely ineffectual in combatting any serious threats to public security.” 291 If we can agree that it is constitutionally reasonable for the authorities to develop a professional police force to respond to a threat to public security unknown in the framing era, then it is surely hard to understand why it is any less reasonable for the police to utilize innovative tactics when traditional approaches fail to afford adequate security.

Thus, even assuming that framing-era practice represented a judgment of what was thought to be a reasonable regime of search and seizure in the constitutional sense, those judgments were made in the context of an approach to law enforcement that would quickly become outmoded, especially in the central cities. Indeed, in the mid-nineteenth century, as major cities created police departments, the pace of urbanization was just beginning to pick up steam; between 1850 and 1910, the proportion of the population residing in cities over 100,000 went from 6% to 41%, and the population in towns of 2,500 or more went from 15% to 46%. 292 Framing-era legal understandings, in short, developed in a largely rural setting in which a reactive approach to policing existed, one that largely depended on the victim’s willingness to initiate an investigation of a completed crime. 293 As we have seen, by the middle of the nineteenth century, it had become plain that these arrangements were ill suited to supplying security in an increasingly urbanized context. And yet, even the Fourteenth Amendment framing era was one in which the urbanization of the United States had barely begun. 294

Whether examined from the standpoint of the Fourth or the Fourteenth Amendment, framing-era judgments about the scope of official authority were made in a context of a world that was rapidly disappearing. As the country urbanized, it became increasingly apparent that the framing-era regime could not offer the public adequate security. Even so, if the Fourth Amendment’s text required continued use of framing-era arrangements, absent constitutional amendment, in a manner akin to the Seventh Amendment, then the emergence of changed circumstances that rendered those arrangements obsolete might have been of no constitutional significance; but, as we have seen, the Fourth Amendment’s text does not demand such inflexibility; it requires no more than a “reasonable” regime of search and seizure.

290. See Steiker, supra note 274, at 830-38.
291. Id. at 831-32.
293. See Davies, supra note 229, at 741-50.
294. For a similar discussion, albeit without reference to Terry, see Arcila, supra note 229, at 1326-35.
Of course, the Fourth Amendment does not permit the police to do anything to secure public order—it requires an effort to balance liberty and governmental interests and reach a reasonable accommodation. That process of balancing, however, is precisely what the Court employed in Terry, as we have seen. If the Court struck the balance incorrectly, it is not on the basis of any historical evidence of framing-era practice. Instead, the attack on Terry must be made on the basis of contemporary considerations. If Terry is wrong, the case against it must be made on Terry’s own terms—the Court has sacrificed too much liberty for the sake of security.

III. THE PRUDENTIAL CASE AGAINST TERRY

It is far from obvious that Terry misapprehended the constitutional balance between liberty and order. In a world where framing-era reactive policing cannot provide effective security, it surely seems reasonable for the police to undertake some form of proactive investigation on the basis of reasonable suspicion as long as it is sufficiently brief and non-intrusive so as not to unduly impair liberty interests. It seems equally reasonable to permit police officers to conduct such investigations in a manner consistent with their own safety by permitting a frisk of suspects when there is reasonable suspicion that they may be armed or otherwise dangerous. Indeed, a regime that called for police to protect high-crime neighborhoods while preventing them from frisking those that they reasonably suspect to be dangerous gang members or drug dealers would no doubt effectively stymie effective policing no less than the framing-era regime of holding officers personally liable in tort whenever a jury might conclude after the fact that a search or seizure was unwarranted.

To be sure, Terry tolerates what one might regard as a high risk of error when it comes to stop-and-frisk tactics. The Terry standard “falls considerably short of satisfying a preponderance of the evidence standard.” It also “accepts the risk that officers may stop innocent people.” For example, the New York Attorney General’s data established that for stops in which reports were mandated, only 9.6% resulted in an arrest on the suspected charge, with 5.7% resulting in an arrest on another charge. Thus, the clearest vehicle for attacking Terry is the threat it poses to the liberty of the innocent by reducing the threshold for a search well below probable cause. Still, a stop-and-frisk is a rather brief and limited intrusion on liberty, and given the virtues of permitting the police to investigate potential crime in the making, the error rate does not

295. See supra text accompanying notes 3-6.
296. Indeed, in the context of liability for damages for a Fourth Amendment violation, the Court has recognized the doctrine of qualified immunity to protect officers from liability for what may, in retrospect, prove to be a mistake about the propriety of a search or seizure, albeit a reasonable one. See Saucier v. Katz, 533 U.S. 194, 203-07 (2001); Anderson v. Creighton, 483 U.S. 635, 638-40, 643-44 (1987).
299. STOP AND FRISK REPORT, supra note 158, at App. tbl.I.B.3.
seem particularly troubling. Moreover, it is far from clear that a stop-and-frisk should be regarded as an “error” merely because it does not produce an arrest. A stop-and-frisk that produces no evidence of criminality might nevertheless deter potential offenders from going through with a planned crime that might otherwise be committed as soon as uniformed officers leave the scene. If Terry is central to reducing violent crime, as Part I above endeavors to suggest, then the case for tolerating a risk of error is even more powerful—at least as long as the intrusion is brief and involves a relatively noninvasive search. Consider, for example, Scott Sundby’s attack on Terry; he argues that a regime that balances the intrusiveness of a search against the law enforcement interests that it serves undermines the trust between government and citizen that is central to republican government. Left unconsidered in this account is the effect on the trust between citizen and government of a regime in which the government proves incapable of curbing rampant urban violence. Even Professor Sundby seems to acknowledge that it is difficult to oppose Terry when the debate is framed in these terms.

Indeed, the nonoriginalist case against Terry by and large focuses not on the risk of error but rather on the claim that the authority that Terry grants police facilitates discrimination by officers too willing to believe that persons of color are up to no good. This charge, for example, has been frequently leveled at stop-and-frisk tactics in New York.

A. The Ambiguous Evidence of Discrimination in Stop-and-Frisk

Even though the rate at which evidence of a crime is discovered during stops is generally comparable for minorities and non-minorities, abundant evidence shows that police stop minorities at rates much higher than non-

300. See generally Stephen A. Saltzburg, Terry v. Ohio: A Practically Perfect Doctrine, 72 ST. JOHN’S L. REV. 911, 952-70 (1998) (advancing an argument along these lines). For an even more aggressive argument that the interests underlying Terry are sufficiently important that courts should permit officers to act on the basis of unarticulated hunches when there is demonstrable evidence of efficacy, see Craig S. Lerner, Reasonable Suspicion and Mere Hunches, 59 VAND. L. REV. 407, 454-70 (2006). I have elsewhere argued that Terry ought to be understood to permit searches on less than individualized suspicion if supported by adequate empirical evidence of efficacy. See Lawrence Rosenthal, The Crime Drop and the Fourth Amendment: Toward an Empirical Jurisprudence of Search and Seizure, 29 N.Y.U. REV. L. & SOC. CHANGE 641, 670-80 (2005).


303. See supra text accompanying note 7.

minorities. In New York, for example, during the period studied by the attorney general, African Americans and Hispanics were stopped at substantially higher rates than Whites, even when compared to the arrest rates for these groups. Comparable “hit” rates for minorities and non-minorities during stops suggest that there is no justification for the elevated rates at which minorities are stopped and searched. But many complexities underlie this data—if minorities offend at higher rates than non-minorities, then one might expect them to be subject to Terry tactics at higher rates.

For example, if a Terry stop is properly based indicia of suspicion reflecting a 20% probability that a suspect is unlawfully carrying a gun or drugs, and the underlying offending rate is 2.5% for non-minorities and 5% for minorities, a nondiscriminatory regime of stop-and-frisk could nevertheless produce a 12.5% non-minority search rate compared to a 25% minority search rate. Economists argue that elevated search rates for minorities are not troubling as long as minority and non-minority hit rates are comparable because elevated minority search rates may reflect no more than an efficient response to differential rates of offending—with the more heavily targeted group responding to elevated search rates by reducing its offending rate in response to police tactics, while the less targeted group increases its offending rate until equilibrium is reached.

On this account, differential search rates simply reflect an efficient law enforcement response to differential rates of offending by race. Indeed, reason exists to believe that minorities offend at higher rates. For example, as we have seen in Part I.A. above, minorities are both the victims and perpetrators of homicide at vastly disproportionate rates, especially in large cities. There is also reason to believe that minorities are disproportionately represented in criminal street gangs, which, as we have seen, are responsible for a large share of urban violence. The United States Department of Justice’s 1998 National Youth Gang Survey estimated that nationwide gang membership is 46% Hispanic and 34% African American. These percentages were even

---

305. See, e.g., DAVID A. HARRIS, PROFILES IN INJUSTICE: WHY RACIAL PROFILING CANNOT WORK 78-84 (2002).
307. See id. at 813-14.
310. See supra text accompanying notes 21-31.
higher in large cities.\textsuperscript{312} The most recent \textit{Survey} indicates that the minority composition of gangs has remained consistently high, with the last figures indicating that 49% of gang members are Hispanic or Latino and 35% are African American.\textsuperscript{313} These statistics should be unsurprising in light of the ample sociological evidence that disadvantaged minority youth who believe that legitimate paths to upward mobility are unavailable to them will be more likely to turn to gangs as a means of enhancing their status and achieving a form of upward mobility.\textsuperscript{314} Indeed, as we have seen, inner-city minority communities are disproportionately likely to experience gangs and gang-related crime.\textsuperscript{315}

Thus, a stop-and-frisk strategy aimed at urban street gangs will result in higher rates of minority stops given the elevated levels of minority participation in urban street gangs. Similarly, some types of crime may be more visible to the police and hence more likely to be the subject of stop-and-frisk tactics. There is evidence, for example, that the disproportionate rates at which minorities are incarcerated for drug offenses reflect the fact that the open-air drug markets most easily targeted by the police are disproportionately found in inner-city minority communities.\textsuperscript{316} Moreover, because there are no reliable estimates for the underlying rates of drug crime—especially trafficking offenses most likely to stimulate aggressive enforcement efforts—it is difficult to use arrest rates or other measures to determine whether minorities are being stopped disproportionately to their underlying rate of offending.\textsuperscript{317}

It follows that stop rates alone do not necessarily reflect official discrimination; they may reflect no more than an effort to target the kind of criminal activity most likely to stimulate urban violence, which is relatively visible on the streetscape, and—for that reason—is amenable to stop-and-frisk tactics.\textsuperscript{318} If minorities are disproportionately involved in the type of gang and drug distribution activities that stimulate violent crime, they would therefore be targeted by a stop-and-frisk strategy aimed at reducing violent crime, and elevated minority search rates would provide little indication of official discrimination. As it happens, a RAND Corporation study of 2006 New York

agreement that law enforcement statistics on gang crime are reliable. \textit{See} Fox, Levin & Quinet, \textit{supra} note 20, at 90.

\textsuperscript{312} Office of Juvenile Justice & Delinquency Prevention, U.S. Department of Justice, \textit{supra} note 311, at 21.


\textsuperscript{315} See \textit{supra} text accompanying notes 24-39, 80-83.


\textsuperscript{317} See, e.g., Banks, \textit{supra} note 316, at 580-81 (criticizing use of survey data on rates of drug use by race as a basis for inferring discrimination in drug-law enforcement).

\textsuperscript{318} See id. at 583-92.
City stop-and-frisk data concluded that, after adjusting for arrest rates during the preceding year and data on the race of offenders derived from suspect descriptions, there was no evidence of discrimination in the stop rates in New York.\(^{319}\) While it is possible that 2005 arrest rates were themselves tainted by discrimination, using witness suspect descriptions as a benchmark indicated that African Americans were actually under-stopped.\(^ {320}\) In any event, given that New York stop-and-frisk tactics are driven by statistical data identifying hot spots of violent crime that require focused policing and which may well involve unusually high levels of minority offenders, it is far from clear that the differential stop rates that these tactics produce reflect anything that can be fairly characterized as official discrimination.

This point can be made in doctrinal terms. Although the Supreme Court has held that the objective test for evaluating police conduct under the Fourth Amendment leaves no room for a claim that an otherwise proper search or seizure can be invalidated if it was a pretext for discrimination, the Court has added that “the constitutional basis for objecting to intentionally discriminatory application of laws is the Equal Protection Clause, not the Fourth Amendment.”\(^ {321}\) The Equal Protection Clause, in turn, is violated when “the decisionmaker . . . selected or reaffirmed a particular course of action at least in part ‘because of,’ not merely ‘in spite of,’ its adverse effects upon an identifiable group.”\(^ {322}\) It follows that a stop-and-frisk strategy targeting hot spots of gang and drug activity, selected because it offers hope of driving down violent crime associated with competition for control of turf, involves no legally cognizable discrimination even if it produces racially disparate search rates.

To be sure, a racial skew in hit rates—the rate at which a *Terry* stop ripens into an arrest—might provide a better gauge of potential discrimination.\(^ {323}\) In New York, the hit rate data paints an equivocal picture.\(^ {324}\) During the period studied by the New York Attorney General, one in 7.9 Whites who were stopped were later arrested, compared to one in 8.8 Hispanics and one in 9.5 African Americans, and the study also concluded that minorities were stopped disproportionately to the available proxies for their underlying rate of offending (although the authors acknowledge that underlying offending rates are difficult to calculate, especially for weapons and drug offenses).\(^ {325}\) This data suggests a


\(^{320}\) Id. at 19.


\(^{323}\) See Gelman, Fagan & Kiss, supra note 306, at 821. An alternative is to establish a disparity between the minority search rates of White officers and those of African-American or Latino officers, as reflected in one study of Florida Highway Patrol stops. See Billy R. Close & Patrick L. Mason, Searching for Efficient Enforcement: Officer Characteristics and Racially Biased Policing, 3 REV. OF L. & ECON. 263, 315 (2007). There is no similar study of New York.

\(^{324}\) See Gelman, Fagan & Kiss, supra note 306, at 821.

\(^{325}\) Id. at 821-22.
modest racial skew. The RAND study of stop-and-frisk during 2006 found a somewhat smaller racial skew; arrest rates arising from stops were 4.8% for Whites, 5.4% for African Americans, and 5.1% for Hispanics.\textsuperscript{326} The most recent data available, for 2008, produced an arrest rate of 6.07% for African Americans and Hispanics and 5.50% for Whites.\textsuperscript{327} From the standpoint of hit rates, the New York data offers, at best, quite modest evidence of discrimination.\textsuperscript{328}

Yet, as with stop rates, there are perils in relying on hit rates to reach conclusions about discrimination. On the one hand, lower minority hit rates might not reflect discrimination if, as seems likely, minorities are disproportionately found in hot spots targeted for aggressive stop-and-frisk, and outside of those hot spots, police utilize less aggressive tactics that generally call for greater indicia of suspicion to justify a stop-and-frisk. On the other

<table>
<thead>
<tr>
<th>Crime Type</th>
<th>Stop-Arrest Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td></td>
</tr>
<tr>
<td>Violent</td>
<td>5.94</td>
</tr>
<tr>
<td>Property</td>
<td>7.61</td>
</tr>
<tr>
<td>Drugs</td>
<td>5.22</td>
</tr>
<tr>
<td>Weapons</td>
<td>15.89</td>
</tr>
<tr>
<td>Black</td>
<td></td>
</tr>
<tr>
<td>Violent</td>
<td>7.03</td>
</tr>
<tr>
<td>Property</td>
<td>7.04</td>
</tr>
<tr>
<td>Drugs</td>
<td>6.94</td>
</tr>
<tr>
<td>Weapons</td>
<td>20.08</td>
</tr>
<tr>
<td>Hispanic</td>
<td></td>
</tr>
<tr>
<td>Violent</td>
<td>7.20</td>
</tr>
<tr>
<td>Property</td>
<td>8.47</td>
</tr>
<tr>
<td>Drugs</td>
<td>6.14</td>
</tr>
<tr>
<td>Weapons</td>
<td>16.74</td>
</tr>
</tbody>
</table>

Fagan & Davies, supra note 165, at 202 tbl.9.1. The lower hit rate for weapons stops in itself should not be particularly troubling. \textit{Terry} assesses the reasonableness of a stop-and-frisk by balancing the individual’s liberty interests against the law enforcement interests underlying a search and considers officer safety to be an especially weighty interest. \textit{See} Terry v. Ohio, 392 U.S. 1, 20-27 (1968). For that reason, it is doubtful that the Fourth Amendment should be understood to require an especially high probability before an officer is permitted to perform a brief pat-down of a suspect that he suspects is armed. \textit{See id. at 36. A rule requiring a relatively high probability would most likely cause officers who indulge even a modicum of regard for their own safety to refrain from ever approaching a suspect at a gang or drug hot spot, granting effective immunity to a large volume of gang and drug activity. The lower hit rate for African-American searches, in contrast, might be suggestive of some discrimination in this category of stops, where officers might be especially concerned about discrimination and, for that reason, could be more likely to indulge in stereotypical assumptions about black criminality. The most recent data available, in any event, tells a different story. The data indicates that “for every 1,000 Black individuals frisked in 2008, 3.5 guns were found; the equivalent return for \textit{white} individuals was 1.7 guns, and for Hispanics, 1.6 guns. Stops were somewhat more efficient in recovering other types of weapons, especially among \textit{white} individuals. For every 1,000 \textit{white} individuals frisked in 2008, officers recovered 36.6 knives or other non-firearms. The equivalent return for Hispanics and Blacks was 23.7 and 20.8, respectively.” \textit{Gill & Trone, supra} note 179, at 18.
hand, equilibrium in hit rates might mask discrimination. Professor Harcourt has argued that a racist officer might decide to search a large proportion of the African Americans he encounters, but only a much smaller proportion of Whites; yet, differential rates of offending might produce an equilibrium in hit rates that masks discrimination.\textsuperscript{329} Beyond that, he has argued that, even as hit rates remain at equilibrium, differential stop rates might create a “ratchet effect” that produces rates of arrest and prosecution for minorities out of proportion to their underlying representation in the pool of offenders if minorities have relatively fewer legitimate opportunities, and therefore, are unlikely to reduce their rate of offending even as their search rate increases.\textsuperscript{330} Professor Harcourt believes this situation likely exists in current drug enforcement efforts, which, he believes may actually increase White offending rates if Whites perceive that they run insubstantial risks of search.\textsuperscript{331}

And, of course, disproportionate minority search rates produce other costs as well, including the criminogenic effects of incarceration that reduce the future prospects for legitimate employment of those who are convicted and their dependents and which disrupt the stability of the communities from which they are removed, stigmatizing minorities by associating them with criminality and creating a perception of unfairness in law enforcement that undermines its legitimacy, especially in the view of the minority community, in ways that might themselves provoke greater lawlessness.\textsuperscript{332} Albert Alschuler, for example, has argued that disproportionate minority search rates are properly understood as a governmentally endorsed message that race and criminality go together.\textsuperscript{333} Randall Kennedy has characterized disproportionate stops of minorities as a type of racial tax on minorities.\textsuperscript{334} Many others have expressed similar views.\textsuperscript{315}

\textsuperscript{330} See id. at 145-67.
\textsuperscript{331} See id. at 195-214. For useful discussions of the pitfalls of reliance on hit rates and similar outcome tests as evidence of discrimination, see, for example, Ian Ayres, Outcome Tests of Racial Disparities in Police Practices, 4 JUST. RES. & POL’Y 131, 131 (2002); David Bjerk, Racial Profiling, Statistical Discrimination, and the Effect of a Colorblind Policy on the Crime Rate, 9 J. PUB. ECON. THEORY 521, 529-35 (2007). In this connection, it is worth noting that even critics of New York City policing are reluctant to place too much weight on the evidence of a racial skew in hit rates. See Gelman, Fagan & Kiss, supra note 306, at 815, 820-21.
\textsuperscript{332} See Harcourt, supra note 329, at 160-70.
\textsuperscript{334} See Randall Kennedy, Race, Crime, and the Law 159-61 (1997).
Although the New York data offers, at best, modest reason to suspect that a ratchet effect or any other form of official discrimination is afoot, one cannot deny the possibility that New York’s tactics produce many of the costs identified by the critics. It is, however, a curious account that stresses the costs of stop-and-frisk tactics without consideration of their benefits.

B. The Evidence of Discrimination in Context

Even if New York police officers utilize racially skewed tactics for policing, there is another group in New York that indulges in a racial skew—the violent criminals of New York. As we have seen, minority violent victimization rates, in New York as in other big cities, are dramatically higher than White victimization rates. As it happens, during the period studied by the attorney general, while stop-and-frisk hit rates for minorities were modestly elevated, the racial skew for rates of firearm assault and homicide among African Americans in New York was far greater: “[M]ore than twice the rate for Hispanics and nearly ten times the rate for Whites.” It is anomalous at best to criticize on grounds of racial unfairness police tactics that have reduced the homicide rate by two-thirds in a city in which almost 80% of homicide victims were minorities.338

It is surely odd that critics would have the police abandon tactics that have produced the best record in the nation for driving down rates of minority victimization—saving thousands of minority lives in the process. In light of the case to be made that these tactics have helped to abate the profound threat that faced the minority community at the peak of the crime spike, one has to wonder whether the use of these tactics reflects some sort of racial tax, or instead simply a decision to devote disproportionate resources to policing those areas in

336. See Fagan & Davies, supra note 165, at 202-03.
337. Id. at 203.
338. See supra text accompanying notes 139-45.
which minority lives are at greatest risk. As we have seen, there is a strong case to be made that New York’s tactics disrupted the dynamic that drove the violent crime spike; by making it riskier to carry guns and drugs in public, aggressive stop-and-frisk tactics drove gang-related drug trafficking off the streets, reducing the threat of violent confrontation that accompanies the inner-city drug business. The benefits of aggressive stop-and-frisk tactics, in short, are not confined to the hit rates that it generates.339

What about the criminogenic effects of police tactics that are said to erode minority confidence in the criminal justice system? The data from New York should put these concerns to rest. If New York’s tactics imperiled the legitimacy of the criminal justice system to the point that it undermined the willingness of its minority residents to cooperate with the authorities or even to obey the law, we would expect to see some indication of that effect in crime rates.340 Yet, New York, while engaging in aggressive stop-and-frisk tactics, has dramatically outperformed other cities.341

It is easy to understand why legal scholars are especially concerned about the dignitary interests of minorities who believe themselves to have been subjected to unfair law enforcement tactics, as well as the possibility that these tactics compromise the legitimacy of the criminal justice system. Dignity and legitimacy are, after all, staples of scholarly contemplation. Legal scholars, however, generally can afford to live in communities where they and their families do not experience a daily fear of violent crime. The priorities of those who live in high-crime, inner-city neighborhoods may well be different. In my experience, the residents of high-crime, inner-city neighborhoods are far more concerned with driving down rates of violent crime than with debates over racial profiling. Indeed, in these communities, perceptions of legitimacy of the criminal justice system may be more closely tied to the ability of that system to keep these communities safe than any concerns about procedural justice. After all, few things are more likely to undermine the perception of fairness than the awareness of the residents of high-crime, disproportionately minority, inner-city communities—while the police manage to keep wealthy White communities
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339. One recent study found that hit rates in New York have declined over time as the volume of stop-and-frisk has increased and speculated that this may reflect an overuse of the stop-and-frisk tactic. See Jeffrey Fagan, et al., Street Stops and Broken Windows Revisited: The Demography and Logic of Proactive Policing in a Safe and Changing City, in RACE, ETHNICITY, AND POLICING: NEW AND ESSENTIAL READINGS 309, 337-39 (Stephen K. Rice & Michael D. White eds., 2010) [hereinafter RACE, ETHNICITY, AND POLICING]. Yet, it is of course hard to identify the optimal search rate; had the police backed off stop-and-frisk tactics, perhaps the murder rate in New York would have risen. In this light, one might understand why New York did not elect to gamble with the lives of its residents. And, from the standpoint of racial fairness, it is worth noting that the lives placed most at risk by reducing the resources devoted to hot spot policing in New York are those of its minority residents.

340. For speculation to this effect based on panel interviews with residents of New York, see Tom R. Tyler & Jeffrey Fagan, Legitimacy and Cooperation: Why Do People Help the Police Fight Crime in their Communities?, 6 OHIO ST. J. CRIM. L. 231, 262-65 (2008). For speculation along the same lines based on the Attorney General’s data, see Fagan & Davies, supra note 165, at 201-06.

341. See supra text accompanying notes 141-43.
safe, they live in the midst of pervasive threats to their own safety and that of their loved ones. Available data bears this out; studies consistently find that once indicia of perceived crime rates and neighborhood stability are taken into account, the statistical relationship between race and satisfaction with the local police largely, if not entirely, disappears.\textsuperscript{342} In terms of the priorities of the African American community, polls show that African Americans express greater fear of crime and greater opposition to legalization of drugs than Whites.\textsuperscript{343} One national survey found that 80% of African Americans and Hispanics favored more police officers patrolling city streets in vehicles, as opposed to 74% of Whites; 80% of African Americans and 69% of Hispanics favored more officers on foot patrol, as opposed to 63% of Whites; and 88% of African Americans and 85% of Hispanics favored more police surveillance of high-crime areas, as opposed to 82% of Whites.\textsuperscript{344}

To be sure, there is ample evidence of improper racial profiling based on hit rate data elsewhere in law enforcement—highway traffic stop data provides particularly vivid evidence on this point.\textsuperscript{345} Highway traffic stops, however, are not likely to be responsive to crime-pattern data in discrete neighborhoods—the essence of the New York strategy, as previously discussed.\textsuperscript{346} The New York data suggests, as well, that discrimination is most likely to take place not at hot spots, but in relatively low-crime areas where minorities may be stopped merely because they appear to an officer to be “out of place.”\textsuperscript{347} This may explain at least part of the racial skew in New York’s hit rates. A stop-and-frisk strategy aimed at hot spots of gang and drug activity, in contrast, is far more likely to


\textsuperscript{343} See, e.g., SOURCEBOOK, supra note 108, at 130-31 tbl.2.38, 132 tbls.2.39 & 2.40, 134-35 tbl.2.42, 158-59 tbl.2.68.

\textsuperscript{344} WEITZER & TUCH, supra note 342, at 14, n.4.


\textsuperscript{346} See STOP AND FRISK REPORT, supra note 158, at 88-117; also HARRIS, supra note 305, at 79-81. Data derived from traffic stops, in addition, is unlikely to tell us much about Terry, because vehicular stops are often based on probable cause to believe that a vehicle has violated a traffic law, rather than reasonable suspicion. See, e.g., Whren v. United States, 517 U.S. 806, 809-10 (1996).

\textsuperscript{347} See Gelman, Fagan & Kiss, supra note 306, at 822.
produce a large racial skew in stop rates without reflecting racial discrimination.

This final point may indeed explain much of the opposition to racial profiling. As we have seen, the benefits of aggressive stop-and-frisk tactics—even if they involve some racial skew—are concentrated in high-crime, inner-city communities. The costs of racial profiling, in contrast, are often experienced outside those communities—especially by middle and upper class persons of color who are stopped because they appear “out of place.” Since the most politically and socially influential members of the minority community are likely to be able to afford to live in areas where the costs of aggressive policing likely exceed their benefits, their opposition to such tactics is natural. The same is likely true of most academics. But for those who cannot afford to leave inner-city communities, likely the only choice they face is aggressive policing or the Hobbesian world of drug dealers and gangs. In that world, Terry v. Ohio may not look so bad.

IV. CONCLUSION

A criminal justice system that fails to keep disadvantaged persons of color safe, even as relatively wealthy Whites live in security, can offer neither fairness nor legitimacy. Terry offered the police hope of a prophylactic approach to policing, in which the authorities need not wait until a crime is committed to undertake measures to keep a community safe.

The Fourth Amendment virtually compels the kind of balancing employed by Terry. Its command, after all, is merely one of reasonableness. The counsel of reason often suggests that extraordinary threats require extraordinary measures. The residents of high-crime, inner-city communities face threats to their safety that most of us would find unimaginable. Perhaps that is why so many rebel against the kind of stop-and-frisk regime undertaken in New York. The threat of violent crime that New York and other cities have faced, however, should be enough to expand one’s imagination.

348. See, e.g., HARRIS, supra note 305, at 91-94.